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Abstract. The efficient and accurate extraction of building feature information in remote-sensing images has 

become one of the most important elements of satellite remote-sensing image research. The paper proposes a 

convolutional neural network with a symmetric encoding-decoding structure. Alternating convolutional blocks 

and maximum pooled under-sampling at the encoder end are used to complete the relevant operations. The 

convolutional blocks are operated by linear residual blocks, and complementary zeros are added after 3 × 3 

convolutional layers to ensure consistency in feature-map dimensions. A traditional ReLU activation function is 

replaced with a SELU activation function in order to retain more feature information during training and to solve 

the problem of dead neurons. A 1 × 1 convolutional layer and a Sigmoid function are finally introduced to 

complete the final building extraction. The experimental results show that the model is more effective in densely-

populated urban areas than in Alpine towns, but the overcrowding of buildings also causes difficulties in accurate 

edge segmentation. 
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Razpoznava zgradb iz visokoločljivih daljinsko zajetih slik 

na osnovi globokega učenja 
 

Eden izmed ključnih korakov pri daljinskem zaznavanju s 

sateliti je učinkovito in natančno pridobivanje informacij o 

zgradbah. V članku predlagamo konvolucijsko nevronsko 

mrežo s simetrično kodirno-dekodirno zgradbo. Pri delovanju 

enkoderja smo uporabili izmenjujoče konvolucijske gradnike 

in največje podvzorčenje. Konvolucijski bloki delujejo hkrati s 

preostalimi linearnimi bloki. Po konvolucijski plasti 3 x 3 smo 

dodali ničle za zagotovitev doslednosti pri ugotavljanju 

dimenzij. Da bi ohranili več informacij med postopkom učenja, 

smo uveljavljeno aktivacijsko funkcijo ReLU zamenjali s 

funkcijo SeLU. Za končno razpoznavo zgradb smo uvedli 

konvolucijsko plast 1 x 1 in funkcijo Sigmoid. Poskusni 

rezultati kažejo, da je predlagani pristop bolj učinkovit v 

gostonaseljenem mestnem okolju kot na podeželju, vendar so 

pri natančni robni razčlenitvi težava prebivalci v mestih. 

1 INTRODUCTION  

With the emergence of high-resolution remote-sensing 

satellites, such as QuickBird and ZYG3, high-resolution 

remote-sensing images have become one of the main 

sources of important geoscience information [1]. The 

significant improvement of the spatial resolution of a 

remote-sensing image makes the remote-sensing image 

show more detailed information, geometric structure 

and texture features. As one of the most important 

artificial targets on the ground, buildings play an 

important role in urban planning, military 

reconnaissance and map. Therefore, it is important to 

extract buildings quickly and accurately from remote- 

sensing images. 

 In recent years, with the development of deep 

learning algorithms, target detection and recognition 

and image semantic segmentation based on the 

convolutional neural network have greatly improved the 

accuracy of remote sensing image target segmentation. 

In papers [2][3], the convolutional neural network 

algorithm was applied to  extract  buildings, and the 

accuracy is significantly improved, but a large number 

of samples are needed and the boundary of the 

extraction results is not complete. Aiming at the 

problems of high-resolution remote-sensing image 

building information extraction, we propose a network 

model based on the Segnet network. It has a symmetric 

encoder-decoder structure for image feature extraction 

and fusion. The model takes a high-resolution remote 

sensing image as an input and performs a pixel-level 

building extraction to achieve the final segmentation 

result and adopts the structure of the residual. It 

combines the SELU activation function and zero 

padding operation to design a convolutional neural 

network with a symmetric encoding-decoding structure. 

Finally, we extract the building information based on 

the Inria aerial image data set. The good results are 

obtained. 

 In the construction of a convolutional neural network 

model, the traditional activation function is the ReLU 

function. However, in the calculation process of ReLU, 

the negative data are often reduced to zero, which will 

cause “dying Relu” in the model and most components 

of the network will never be updated. Therefore, 

valuable information will inevitably be lost in the 
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activation process. Therefore, replacing the ReLU 

function with the SELU function can save more picture 

information during training, effectively prevent 

generation of dead neurons and accelerate the 

convergence speed of the model. Better results can be 

achieved by combining SELU with batch normalization. 

 The next sections are organized as follows. Section 2 

illustrates the related work in the literature of semantic 

image segmentation. Section3 explains our 

methodology to approach high-quality segmentation. 

Section 4 presents different experiments and results to 

demonstrate the power of our methodology. In section 

5, conclusions are drawn and directions given for future 

work. 

     

2 RELATED WORKS  

Traditional approaches usually rely on the domain 

knowledge to extract features, such as Texton Forests 

[7], Random Forest[8], [9], SVM[10], [11] and 

CRFs[12]. As shown in [4,5], SVM is applied to a high-

resolution remote-sensing image building information. 

In [6], a morphology building index (MBI) is proposed. 

The above methods of building extraction are all based 

on pixel features, which lead to problems of a fuzzy and 

incomplete boundary and low-extraction accuracy. 

 In recent years, deep-learning methods have shown 

an excellent performance in many fields including 

semantic segmentation. A series of deep Neural 

Network models based on Convolutional Neural 

Network (CNN) have emerged [13]. Characterization of 

the models have a strong ability. A series of such 

models has appeared, Fast R–CNN[14], YOLO[15], 

SSD[16], target detection model, the FCN[17], 

SegNet[18] and U-net[19] target-segmentation model . 

Therefore, many scholars have improved the model 

algorithm and applied it to building extraction. For 

example, Maggiori et al. enhance the model ability to 

extract architectural details by integrating low-

resolution features with high-resolution local features 

[20]. Zhang et al. propose a multilevel classifier 

method, i.e. adaptive-image segmentation, and improve 

the extraction accuracy of buildings [21]. Yuan et al. 

use a method of multi-stage combined mapping of 

building features to classify image pixels [2]. 

 Volodymyr Mnih uses convolutional neural networks 

in his PhD thesis [22] to train an aerial image labeling 

system for roads and buildings. He tries neural networks 

and conditional random Fields as post-processing to 

CNN. His model shows a good performance on 

Massachusetts roads and building dataset. 

 Saito and Aoki [23] use CNN for road and building 

detection. They use a normal down-sampling 

architecture of CNN. At the end, a fully connected layer 

with Dropout is added to infer prediction of the input 

image. Their model outperforms the Mnih models for 

both the roads and buildings using a single model for 

each class. 

 Andrew Khalel and Motaz el-Saban [24] introduce a 

new DCNN semantic image-segmentation architecture. 

It bases on stacked U-nets where each network enhances 

results of the previous one, and performs verification on 

the Inria Aerial image dataset. 

  

3 METHODOLOGY 

The essence of building extraction in a high-resolution 

remote sensing image is actually an image-segmentation 

problem. Image segmentation is a special problem of 

image recognition. We use a classical convolutional 

neural network with a symmetric encoder-decoder 

structure to perform a pixel-level building extraction. 

Our model adopts the structure of a symmetric encoder 

and decoder to extract and fuse image features (see 

Fig.1). The model takes a high-resolution remote- 

sensing image as an input and performs a pixel-level 

building extraction to achieve the final segmentation 

result. 

Convolutional Encoder-Decoder

Pooling Indices

Conv + Batch Normalisation + SELU

pooling upsampling sigmond

Input Output

Figure 1. Encoder-decoder architecture. 

3.1 Encoder  

The input of the encoder is a remote-sensing image, and 

the image resolution features are extracted through a 

convolution operation and a down-sampling operation, 

in which the down-sampling operation is completed by 

a maximum pooling layer. In the convolutional layer, 

the residual mode is used to complete the feature 

extraction of a remote-sensing image.  As shown in 

Figure 1, each convolution layer consists of 1×1, 3×3, 

and 1×1 filters and performs a unit plus to learn more 

image features. The 3×3 filter reduces the convolutional 

layer to ensure that the feature map of a remote-sensing 

image maintains a certain size after a convolution 

operation. 

 Each layer also has a batch normalization layer for a 

faster convergence. The operation of the down-sampling 

at the encoder end is completed by a maximum pooling 

operation with the step size of 2 and core size of 2×2. 

After the pooling operation, the size of the feature map 

changes and its length and width become half of the 

original size. In this way, after four times of sampling, 

the feature image will be 1/16 of the original input 

image. 
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3.2 Decoder 

In the construction of a convolutional neural network 

model, the traditional activation function is ReLU. In 

the ReLU activation function, if the input is less than 

zero, the output is equal to zero, otherwise the output is 

equal to the input. As a result, when a function is 

introduced into the neural network, the model also 

introduces a good nonlinearity and sparsity, thus 

reducing the time and space complexity. But in the 

calculation process of ReLU, the negative data is often 

reduced to zero, which will cause dying ReLU in the 

model and most components of the network will never 

be updated. Therefore, valuable information will 

inevitably be lost in the activation process. Many 

authors choose to map the no-zero input to the non-zero 

output to solve the problem of dead neurons, and 

propose a variety of alternative activation functions, 

such as LReLU[26]、ELU[27] and SELU[28]. Their 

function formula and image are as follows: 

 𝐿𝑅𝑒𝐿𝑢(𝑥) = {
𝑥       𝑖𝑓 𝑥 > 0
𝛼𝑥  𝑖𝑓 𝑥 < 0

               (1) 

 LReLU activation function 𝛼 usually values in（0.1, 

0.3）, but in the training process of a neural network 

model not learn the 𝛼 values, so you need to debug the 

assignment. 𝛼 select 0.2. Since the output value is no 

longer limited to zero, the problem of dead neurons is 

solved to some extent. The negative output can also 

push the weight and bias the change of the network in 

the right direction. Since the function formula does not 

include an exponential operation, the calculation speed 

of the network is improved 

𝐸𝐿𝑈(𝑥) = {
 𝑥                    𝑖𝑓𝑥 > 0

𝛼(𝑒𝑥 − 𝛼)   𝑖𝑓𝑥 < 0
            (2) 

𝑆𝐸𝐿𝑈(𝑥) = 𝜆 {
 𝑥                       𝑖𝑓 𝑥 > 0

𝛼𝑒𝑥  − 𝛼        𝑖𝑓 𝑥 ≤ 0
          (3) 

 The ELU activation function 𝛼 value is in (0.1, 0.3), 

𝛼 also select 0.2. If the activation function input is less 

than zero, it outputs a value slightly less than zero, thus 

solving the problem of dead neurons. But the 

introduction of exponential computing increases the cost 

of computing. 

 Gunter et al.[35] give the optimal value of 𝛼 and 𝛽 in 

the SELU  activation function, i.e. 𝛼 ≈ 1.67326, 𝛽 ≈
1.05070. With the positive and negative outputs, the 

SELU activation function enables the network model to 

be self-normalized, which results in all the outputs 

being 0 and the standard deviation is 1, which means 

that the network model can converge at a faster rate. 

The use of the SELU function also means that the 

gradient disappearance or gradient explosion will not 

occur [35]. 

 Therefore, substituting the ReLU function with the 

SELU function  not only save more picture information 

during training and effectively prevent the generation of 

dead neurons, but also accelerate the convergence speed 

of the model. Better results can be achieved by 

combining the SELU function with a batch 

normalization. 

3.3 Decoder 

The decoder is mainly used to decode the features 

extracted from the encoder end. By up-sampling the 

input feature map of the encoder, the decoder end 

connects with the same level feature map of the encoder 

end through channels to splicing the feature vectors, and 

then USES multiple convolutional layers for feature 

fusion and amplification of the receptive field. Finally, a 

1×1 convolution operation is used at the end of the 

decoder to convert the image channel number to one. As 

the sigmoid function has good mapping between 0 and 

1, the probability that each pixel point is obtained by 

using the sigmoid function, thus achieving the effect of 

extracting buildings from high-resolution remote- 

sensing images. 

          𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1+𝑒𝑥𝑝−𝑥                      (4) 

 The up-sampling operation at the decoder end is 

performed by a 2×2 deconvolution. The convolution 

block is also composed of a 1×1, a 3×3 and a 1×1 

convolution, with batch regularization and SELU 

activation function operations between them. At the 

same time, after a 3×3 convolution operation, it also 

introduces a zero-complement operation. This is 

because without zero padding, reduces the size of the 

convolution operation and could make a characteristic 

figure resulting in an up-sampling and down-sampling. 

The figure size is not equal and performs a cross-layer 

the samples under the same level for connection to the 

operating characteristics of the figure for cutting 

operation. This not only promotes the complexity of the 

network, but also makes the network owners with a 

different size of the input and output. For the zero 

padding operation, therefore, the whole network can be 

made of only the largest pooling and the deconvolution 

operation causes changes in the characteristics of the 

image size, as a result of the model with a symmetry 

and operation, which makes the model in the channel 

connection does not need to carry on a cutting 

operation, but also ensures an equal the size of the input 

and output image, satisfying the requirements of the 

extraction of remote- sensing image building.  

3.4 Loss Function  

Establishment of a loss function is extremely important 

in the process of the network-model construction. A 

good loss function can provide a better learning effect 

for the model. The loss function commonly used in 

image segmentation is the cross-entropy loss function. 
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(See formula 5). All pixels in the image learn equally by 

comparing the predicted value of each pixel with the 

true value and then averaging all pixels. N is the total 

number of pixels, y is the real value of pixels, f(x) 

predict values of pixels, p collection is the pixel 

prediction, t is a real tag set of pixels. 

 𝐿𝑐𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑙𝑜𝑠𝑠 = − ∑ 𝑦𝑙𝑜𝑔(𝑓(𝑥)) + (1 − 𝑦)𝑙𝑜𝑔(1 − 𝑓(𝑥))𝑁
𝑛=1  (5) 

 However, the problem of the disequilibrium 

between the building pixels and the background pixels 

in a remote-sensing image makes it difficult for the 

model to learn the features of smaller objects.  One way 

to solve this problem is to make the weight for each 

category in the calculation of the loss, such as adding a 

larger weight to the building and a smaller pixel to the 

background. However, the introduction of weights will 

introduce extra super parameters to the network model 

needing to be adjusted continuously in the training 

process. The other way is to choose a function with a 

small bias and combine it with the cross-entropy loss 

function. We use the Dice loss function. The formula is :  

𝐿𝐷𝑖𝑐𝑒 = 1 −
2 ∑ 𝑝𝑛×𝑡𝑛

𝑁
𝑛=1

∑ 𝑝𝑛+∑ 𝑡𝑛
𝑁
𝑛=1

𝑁
𝑛=1

                (6) 

The Dice loss function can be applied in the case of 

uneven samples. It essentially measures the overlap 

between the predicted value and the true value. The 

more matching parts between samples, the more the 

Dice coefficient approaches 1 and the loss function 

approaches 0. Therefore, the formula of the combined 

loss function is:  

𝐿𝑜𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝐿𝑐𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑙𝑜𝑠𝑠 + 𝐿𝐷𝑖𝑐𝑒               (7) 

4 EXPERIMENT 

4.1  Datasets 

To illustrate the power of the proposed model, we use 

the Inria Aerial Image Labeling dataset. It is a remote- 

sensing image data set specially built for the urban 

building detection. There are only two kinds of the 

marks of the images, i.e. building and non-building, so 

it can be used for the pixel-level semantic segmentation. 

The dataset provides remote-sensing images with a 

resolution of 0.3m covering an area of 810 square 

kilometers 

 

Figure 2. Chicago, Kitsap County buildings truth labels. 

4.2  Evaluation Criteria 

The semantic segmentation is essentially a dichotomy 

task with two classes, so the predicted results are 

usually as follows: 

 TP (true Positive):  the pixel is judged as a positive 

sample, and the actual result is the same as the predicted 

value; 

 FP (false Positive): the pixel is judged as a positive 

sample, but the actual result is contrary to the predicted 

value; 

 TN (True Negative): the pixel is judged as negative 

sample, and the actual result is the same as the predicted 

value; 

 FN (false negative): the pixel is judged to be a 

negative sample, but the actual result is contrary to the 

predicted value. 

 We use precision, recall and IoU as evaluation 

indexes 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                              (8) 

   𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                         (9) 

𝐼𝑜𝑈 =
𝑇𝑃

𝐹𝑃+𝑇𝑃+𝐹𝑁
                                 (10) 

 The precision index means how many of the samples 

that are predicted to be positive are actually positive. 

The recall-rate index is for the original sample, and it 

shows how many of the positive examples in the sample 

are correct. IoU index mainly measures the degree of 

the overlap between the output area generated by the 

model and the real area of a building 

4.3  Experimental results and analysis 

Figures 3 and 4 show the original images, standard 

building label and predictive renderings of the trained 

models for five different urban areas in Austin, Chicago, 

Key SAP County, Washington, Tyrol, and Vienna . 

 

Figure 3.Austin and Chicago images and buildings label 

images and predicted label image. 

 The structure of the image of the above densely 

populated urban areas is simple due to the structure of 

the distributed equably neat, similar geometric features 

of the same direction and most of the buildings. In these 

areas, the test results of buildings are better. Wherever, 

the flat terrain and the color features of the easily 

distinguishable buildings and backgrounds also enable 

the model to learn better the architectural features. The 
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test results are consequently generally better than those 

for the Alpine towns and rural areas with farmlands, 

such as Kitsap and Tyrol. However, due to the small 

spacing and high density of buildings in these areas, it is 

difficult for the model to recognize the boundary 

features of buildings in the training process, which leads 

to segmentation difficulties and mistakes identification 

of the building pixels as the background pixels. 

 

Figure 4. Waston, Tyrol and Vienna images, buildings label 

images and predicted label images. 

For the Alpine towns and rural areas with farmlands, 

such as Kitsap and Tyrol, similar color features and 

complex buildings present great challenges for building 

extraction. Also, due to the topography, the background 

terrain of some areas is higher than the buildings and 

vice versa. Such staggered terrain structures also bring 

difficulties to the training of the model and reduce 

accuracy in the identification of buildings. In the Tyrol 

area, there are differences between the river and the 

surrounding green farmland background which may 

cause the model to misidentify it as a building. 

After running all experiments and choosing the best 

model (section3), our results are compared with the 

results of other methods. 

Table 1. IoU results obtained with different methods for the 

Aerial Image Labeling validation set 

Method Austin Chicago Kitsap Tyrol Vienna 

FCN+MLP[25] 
(Baseline) 

61.20 61.30 51.50 57.95 72.13 

SegNet [29] 

(Single-Loss) 

76.49 66.77 72.69 66.35 76.25 

SegNet+ 
MultiTask-

Loss [29] 

76.76 67.06 73.30 66.91 76.68 

2-levels[24] 

U-Netsaug. 

77.29 68.52 72.84 75.38 78.72 

Our model 77.21 70.52 73.42 75.30 79.47 

Table 2. Precision and Recall result of our method 

 Precision(%) Recall(%) 

Austin 83.68 76.64 

Chicago 87.20 79.45 

Kitsap.co 78.82 75.24 

Tyrol 76.73 74.38 

Vienna 85.12 85.70 

 As above, our model performs best. Among all the 

comparisons, the FCN performance is the weakest. 

Since FCN is a general-purpose semantic segmentation 

model which does not consider the specific 

characteristics of aerial images. Compared with FCN, 

SegNet performs better because of its sufficient de-

convolution layers and specific up-sampling scheme. 

Due to the multi-scale aggregation scheme, the behavior 

of U-Net is stronger than that of FCN and SegNet. For 

the overall scenario, our model achieves 75.2% in IoU. 
For the scenario of different cities, our method is still 

superior to other methods. 

 Based on the above results, the following 

conclusions are drawn. First, FCN and SegNet have 

smooth-boundary prediction and perform well on small 

buildings. Second, U-Net can extract more diverse 

buildings since it could learn multi-scale information 

from aerial images. Third, FCN achieves a good 

behavior on the building locations and boundaries as a 

result of the fused intension-frequency information. 

5 CONCLUSION 

In the paper, we propose an end-to-end convolutional 

neural network with a symmetric encoding-decoding to 

extract buildings from high-resolution remote-sensing 

images. In the encoding end, the model introduces a 

residual block for the convolution operation in the 

down-sampling and replaces the ReLU activation 

function with the SELU function to solve the problem 

of dead neurons. The up-sampling of the decoder is 

accomplished by a deconvolution and convolution block 

operation, and the characteristic channel connection 

corresponding to the same layer of the encoder is also 

introduced. After each convolution operation, a zero-

complement any strategy is adopted to ensure the 

invariability of the size of the input and output data of 

the model. Finally, the Inria data set proves the 

feasibility of the model. 

 Our experiment shows that the test results in densely 

populated urban areas are better than in the Alpine town 

areas, but the over-dense cluster of buildings also brings 

difficulties to the edge segmentation. Therefore, our 

future focus will be on this problem, and we will try to 

increase the depth and the width of the model and to 

obtain more subtle image features with a deeper and 

wider model structure. Although the results obtained by 

using different comparable methods are acceptable, our 

model outperforms them.  
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