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Abstract. The development of the promising Artificial Intelligence of The things (AIoT) technology increases
the demand for implementing Convolutional Neural Networks (CNN) algorithms on the edge devices. However,
implementing huge CNN-based applications on the resource-constrained edge devices is considered challenging.
Therefore, several CNN optimization methods are integrated into the deployment tools of the edge devices.
Since this field evolves rapidly, relevant tools adopt non-uniform deployment optimization flows, and the
optimization details are poorly explained. This fact hinders developers from further analyzing the bottlenecks of
the CNN-based applications on the edge devices. Hence, the paper comprehensively analyzes the deployment
optimization methods for the CNN-based applications on the edge devices. Optimization methods are classified
into the Hardware-Agnostic and Hardware-Specific methods. Their ideas and processing details are analyzed,
and some suggestions are proposed according to the deployment experiments with different architecture models.
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Analiza optimizacijskih metod za izvedbo konvolucijskih
nevronskih mrež v vgrajenih sistemih

Z razvojem umetne inteligence na vgrajenih sistemih inter-
neta stvari narašča povpraševanje po izvedbi konvolucijskih
nevronskih mrež (CNN) v napravah z omejenimi viri. Orodja
za implementacijo nevronskih mrež vključujejo različne op-
timizacijske metode. Zaradi hitrega razvoja na tem področju
ni enotnih in dobro razloženih optimizacijskih postopkov
za vgrajene sisteme, kar otežuje analizo ozkih grl aplikacij
umetne inteligence. Prispevek celovito analizira optimizacijske
metode izvedb nevronskih mrež vgrajenih sistemov. Metode
optimizacije smo analizirali in razvrstili v strojno neodvisne
in strojno specifične metode. V zaključku podajamo predloge
implementacij z različnimi arhitekturnimi modeli.

1 INTRODUCTION

The Artificial Intelligence of Things (AIoT), a promising
integrated technology that combines artificial intelli-
gence and the Intelligence of Things, plays an increas-
ingly significant role in every aspect of life [1][2]. CNNs
are highly regarded among the artificial intelligence
technologies due to their impressive performance in
a variety of applications such as object recognition
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[3][4][5], healthcare [6][7], image generation[8] and
anomaly detection [9][10][11]. The recent trend is to
deploy CNN-based applications to the edge devices to
achieve faster feedback [12].

Reducing the latency of huge CNN-based applications
on the edge devices has been considered important and
challenging [13]. Optimization is commonly required
before deploying CNN-based applications on the edge
devices. As a result, a wide range of deployment op-
timization methods have been integrated into the of-
ficial deployment tools of each device. We divide the
CNN deployment optimization methods into Hardware-
Agnostic methods and Hardware-Specific methods. The
Hardware-agnostic methods, such as channel pruning,
knowledge distillation, etc., can be widely used on
most edge platforms. They are characterized by the
compatibility with other optimization methods.

The other optimization methods consider the hardware
architecture and specifically ameliorate the CNN algo-
rithm. They are defined as the Hardware-Specific meth-
ods. Such methods take the hardware level knowledge
deeply into account. For example, they are concerned
with reducing the cost of the memory access. The
development speed gap between processors and DRAM
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memory is huge [14] [15]. When instructions reference
the memory, the system response is significantly delayed
due to the slow memory speed [16]. At this point,
reducing the memory access cost in applications is no
less important than reducing the computation cost.

Accordingly, the Hardware-specific methods com-
monly insert multiple processes in the CNN algorithms
to achieve targets such as data reuse and transmis-
sion cost reduction. Understanding the details of these
deployment flows is critical to analyzing a specific
behavior and bottlenecks of CNN algorithms on the edge
devices.

However, mastering the existing deployment flows can
be challenging. The mainstream deployment process can
be summarized as (1) adopting mature CNN libraries
such as PyTorch and TensorFlow to design and train
models, (2) converting them into the computation graph
format with interoperability between different frame-
works, (3) utilizing the deployment tool of the target
device to optimize the computation graph and gener-
ate executable code. Since CNN and AIoT have been
rapidly developing in recent years, related deployment
tools are not mature, deployment optimization flows are
constantly changing, and relevant documents may not
explain the optimization process in detail, which hinders
the development of the AIoT technology.

Therefore, the paper comprehensively analyzes the
deployment optimization methods for the CNN-based
applications on the edge devices. The analyzed methods
consist of the Hardware-Agnostic methods, including
model pruning, knowledge distillation, neural architec-
ture search, and the Hardware-Specific methods, includ-
ing computation graph optimization, image-to-column,
data reuse, and quantization. The paper not only explains
the deployment process of a platform but also analyzes
the optimization strategy across multiple platforms. Its
aim is to help relevant application developers to further
analyze the bottlenecks of the CNN algorithms on the
devices.

The paper is organized as follows: Section 2 re-
views of the mainstream CNN models briefly. Section
3 describes the Hardware-Agnostic methods. Section
4 presents hardware-specific methods and deployment
details. Section 5 deploys models with different architec-
tures are deployed on the edge devices, and offers some
suggestions for the model design. Section 5.3 offers
conclusions. Figure 1 shows an overview of the paper.

2 CNN MODELS

We first explore the background of the CNN models.
CNNs are made of several layers stacked one on top of
the other. Each layer accepts the previous CNNs layer
output and transfers the processed data to the following
layer. The output of each layer is called a feature
map. Its elements are called activations. CNNs mainly

comprise convolutional (Conv ) layers which specialize
in capturing local features.

Let ⊛ be the convolution operation, b the bias, W
the filter, k the size of the filter kernel, h, and w the
height and width of the input feature map. With the
input feature map MIn at channel {0, ..., C}, the output
feature map at the ith channel of the Conv layer is:

MOut
i =

∑C
mMIn

m ⊛Wi + b (1)

M⊛W =
∑h−k−1

p

∑w−k−1
q M(p,q) ·W (2)

Since computing one output feature map requires
many matrix multiplication operations on all input fea-
ture maps, the Conv layer is resource-consuming [17].

There is a trend in recent studies that the proposed
model architectures are based on one or two block
structures, such as SqueezeNet [18], EfficientNet [19]
and GoogLeNet [20]. Each block structure consists of
multiple layers in a defined sequence. Several model
variations are generated by adjusting the channel number
and inserting the block structures. Among them, the
deeper and wider variant is used for high-precision
tasks, whereas the compact variant is preferred for a
lightweight deployment. With this approach, the pro-
posed model can be applied to different circumstances.
In the next section, the common CNN models VGG
[21], ResNet [22], MobileNetV2 [23] and their block
structures are introduced.

2.1 VGG
The model of the VGG series achieves excellent

results in the 2014 ImageNet Large Scale Visual Recog-
nition Challenge competition. The main contribution of
the VGG series is demonstrating that increasing the
depth of the model improves the performance. In this
work, 3 × 3 Conv kernels are adopted instead of the
large-size kernels, which increases the model depth and
reduces the parameters.

The VGG blocks are the main component of the VGG
model and are shown in Figure 2. The VGG block
consists of two Conv-BN-Act structures and one pooling
layer. The Conv-BN-Act structure is composed of one
Conv layer, one Batch Normalization (BN) layer [24],
and one activation layer in sequence. In the VGG block,
Conv layers are set up as 3×3 kernels with one-pixel
padding and no bias. Thus, the feature maps remain the
same size in the VGG block before the pooling layer,
with only the dimensions being increased.

Two other VGG block structures differ only by the
number of the Conv-BN-Act structures. They contain
three and four Conv-BN-Act structures, respectively.

The VGG model has three linear layers for classi-
fication at the end. Regarding the width, each VGG
block has twice the number of the output channels as the
previous one, i.e. up to 512. Therefore, the channel is
increased when the feature map size is reduced. Several
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Figure 1. Overview of the paper.

Figure 2. Diagram of common block structures.

model designs reference the Conv-BN-Act structure and
VGG architecture.

2.2 ResNet

The success of the VGG series proves the perfor-
mance of the deep models. However, the deep mod-
els are hindered by the gradient vanishing problem
[25][26][27]. To mitigate the Vanishing Gradients prob-
lem, He et al. [22] propose a residual connection and
the ResNet models (See Figure 2).

The residual block consists of the main path and the
residual connection. The main path is a sub-network
composed of three Conv-BN-Act structures. The first
and third Conv-BN-Act structure employ 1×1 ker-
nels for the feature dimension adjustment. The second
Conv-BN-Act structure extracts the feature information,
equipped with a 3×3 kernel. As a result, the second
Conv layer has more Floating Point Operations (FLOPs)
than the others. The residual connection adds the input
directly to the output of the main path.

In the residual block, the residual connection and the

main route converge before the last ReLU layer. Let
x denote the input of the residual block, f() and R()
the processing of the main path and ReLU, respectively.
Then, final output H(x) of the structure can be com-
puted as:

H(x) = R(f(x) + x) (3)

Introducing residual connections mitigates the conver-
gence difficulties of deep models training [28]. There-
fore, residual connections are common in the following
model design.

2.3 MobileNetV2
MobileNetV2 is proposed by Sandler et al. [23]. It

designed for the CPU-based device inference such as
the edge devices. The main proposal for MobileNetV2
is the inverted residual block (IR block) structure shown
in Figure 2.

The IR block is designed to reduce FLOPs and
improve the inference speed. Its structure is very similar
to the residual block, and both consist of three Conv
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Figure 3. Model pruning methods.

layers with kernels of 1×1, 3×3, 1×1. Note that the
feature dimension is first expanded and then compressed.
The second Conv layer adopts a grouped convolution
where each filter processes only one input feature map,
defined as a Depthwise Separable Convolution (Dwise).
It is designed to achieve a high recognition performance
with low FLOPs. Dwise has a good separability, which
is friendly to the CPU. However, accelerating Dwise
requires an exceptional support which is introduced in
Section 4.1.3.

The activation layer adopts ReLU6 instead of ReLU in
the IR block. ReLU is discarded at the last Conv-BN-Act
structure, indicating that the block channel compression
process is linear.

3 HARDWARE-AGNOSTIC METHODS

Due to the constraints of the hardware resources of
edge devices and the prevalent redundancy problem of
deep learning models, it is challenging to deploy CNN
models directly on edge devices. CNN optimization
provides handles to solve the problem and has attracted
an extensive focus. Currently, there are many optimiza-
tion methods for CNN, but only some of the schemes
are designed for the hardware deployment. Low-rank
decomposition schemes, for example, are algorithmic-
level optimization tools that mathematically reduce the
number of the parameters in the model and simplify
the computational process [29]. This optimization is
hardware-independent and does not directly target the
utilization of hardware resources. The chapter focuses on
model optimization schemes that are weakly correlated
with hardware, including three main approaches: model
pruning, knowledge distillation and neural architecture
search (NAS).

3.1 Model Pruning
As one of the most frequently used model optimiza-

tion methods, model pruning mainly aims to streamline
CNN by pruning unimportant parameters. It generally
consists of four steps: (1) Identifying redundant parame-
ters, (2) Evaluating the importance, (3) Pruning the low-

impact parameters, and (4) Model fine-tuning. Pruning
CNNs can achieve compactness of the model parameters
and directly improve the inference efficiency on hard-
ware. From the perspective of the pruning granularity,
pruning can be divided into two types: coarse-grained
and fine-grained.

Coarse-grained pruning removes individual weights
from the model with no regard to where the weights are
located in the model or which particular filter, neuron,
or layer they belong to. The method causes the weight
matrix to become sparse. Thus, an ordinary hardware
may not be able to accelerate these sparse computations
efficiently. Conversely, fine-grained pruning simplifies
the model structure by removing all the Conv filters,
neurons, channels, or even layers. After pruning using
this method, the model is more compact and easily
accelerated on hardware. Specifically, the optimization
of the CNN models can be further broadly classified into
the following types: weight pruning, channel pruning,
and layer pruning.

Weight pruning: Weight pruning reduces the com-
plexity and computational requirements by removing
the connections with less weight in the model. LeCun
et al. [30] propose to utilize the information of the
second-order derivatives of the objective function to
determine the importance of each weight in the model
and then remove the redundant parameters. Ultimately, it
improves the generalizability and the speed of running
the model. To prune the model while maintaining the
accuracy, Han et al. [31] filter the model from the dense
to the sparse layers by training to eliminate connections
below a weight threshold. The model is retrained to
adjust the remaining connection structure, thus restoring
the model accuracy. To address the problem of a limited
energy supply in the edge devices, Yang et al. [32] pro-
pose an energy-aware pruning technique that prioritizes
the pruning of the energy-dense layers and improves
the weights to achieve an optimal energy reduction.
Eventually, significant energy savings are demonstrated
in models such as AlexNet and GoogLeNet.

Channel pruning: Compared to weight pruning,
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channel pruning focuses more on unimportant or redun-
dant channels in the model. The method not only reduces
the number of the non-zero parameters of the model but
also the computational complexity. After channel prun-
ing, the model is more suitable for running on resource-
constrained edge devices. Before channel pruning, it is
crucial to identify the importance of the channels. Polyak
et al. [33] propose pruning the input channels based on
their contributing variance to reduce the computational
complexity of the filters with no significant loss of the
accuracy. While traditional studies tend to focus on
the analysis of filter weights, He et al. [34] advocate
the exploitation of the redundancy within the feature
map. It first performs channel selection via LASSO
regression and then reconstructs the feature map using
linear least squares. The method, which relies on tensor
factorization to improve the feature map reconstruction,
is accomplished to accelerate models such as VGG and
ResNet with a minimal loss of the accuracy.
Layer pruning: Unlike channel pruning, which re-

duces the complexity by reducing the width of the
layers, layer pruning removes the entire redundant lay-
ers. In general, layer pruning reduces the depth of the
model, which is more friendly to the deployment and
acceleration of the model on the edge device, because
CNN executes each layer sequentially during inference.
However, hardware parallel processing can accelerate
different channels running on the same layer. Therefore,
fewer layers tend to result in a faster execution. But
the model performance should not be neglected. To
maximize the model resource use, a combination of
the layer pruning and filter pruning is employed by
Jordao et al. [35]. The importance of each CNN layer
is assessed by using partial least squares, which allows
for the pruning of CNNs to a resource-efficient depth
while taking into account the constraints on the model
size. Although pruning the layers reduces the model
complexity, it destroys the model correlation to some
extent. Therefore, Li et al. [36] propose a hardware-
adaptive model optimization method for hardware char-
acteristics and model layer redundancy. The method
fully utilizes the parallel processing capability of the
hardware and achieves significant pruning effects in both
model parameters and FLOPs.

3.2 Knowledge Distillation
In contrast to pruning, which focuses on a systemati-

cal removal of unimportant weights, channels, or layers,
the main aim of the knowledge distillation approach is to
compress and transfer knowledge from a larger, complex
model (teacher) to a smaller, more compact model
(student). It focuses on how the student model is trained,
specifically using the teacher model soft outputs to guide
the student model training, ultimately effectively com-
pressing the knowledge into a more resource-efficient
framework. The concept of knowledge distillation is first

introduced by Buciluǎ et al. [37] and popularized by the
Hinton team [38]. They demonstrate the performance of
knowledge distillation in improving task such as speech
recognition, showing great potential for deploying high-
performance models in resource-limited environments.

To further improve the performance of the student
models across various datasets and CNN architectures,
Zagoruyko et al. [39] suggest combining activation-
based attention mechanisms with knowledge distillation.
Ultimately, consistent improvements are shown across
various datasets and CNN architectures. Chen et al.
[40] introduce a trainable framework for a multi-class
object detection using knowledge refinement and cue
learning. It addresses the challenge of maintaining the
accuracy while compressing the model to improve the
speed. Unlike the traditional approach, which focuses
on the size of the neuron response, Heo et al. [41] are
more concerned with whether the neuron is activated or
not. They propose a novel model activation loss transfer
method that focuses on emphasizing the boundary of the
neuron transfer activation between the teacher model and
the student model. They also propose an alternative loss
similar to the hinge loss of SVM that allows the student
model to learn the activation boundary successfully.

3.3 Neural Architecture Search

NAS designs the neural network architectures au-
tomatically to optimize the performance for specific
tasks. NAS focuses on discovering the optimal network
structure from a broad search space, using algorithms to
evaluate and select the best performance model. This is
not the case with the traditional compression methods,
which typically reduce the size and computational re-
quirements of pre-designed models through techniques
such as pruning and knowledge distillation. NAS sim-
plifies and improves the model development process by
automating architectural decisions. It is first proposed by
Zoph et al. [42] and its performance is verified on two
datasets, CIFAR10 [43] and Penn Treebank language
modeling.

With limited computational and storage resources in
the edge devices, many studies have maximized the
search for compliant CNN architectures using NAS
variants by balancing the two evaluation criteria of
the performance and latency. He et al. [44] present an
AutoML for the model compression that utilizes rein-
forcement learning to automatically compress models,
improving the accuracy and speed on resource-limited
devices without human intervention. Anderson et al. [45]
combine NAS and hardware architecture information
to improve the performance on keyword recognition
tasks on the edge devices. In 2019, the EfficientNet is
presented by Tan et al. [19]. The method utilizes NAS
to develop a new baseline network and simultaneously
balances the depth, width, and resolution of the network
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through composite coefficients, which ultimately sig-
nificantly improves the model efficiency and accuracy.
The following year, the team builds on EfficientNet
by introducing a weighted bidirectional feature pyramid
network for enhanced multi-scale feature fusion, as well
as a novel composite scaling method that uniformly scale
the network dimensions [46]. The final results show
that EfficientNet achieves higher accuracy and efficiency
under various resource constraints.

4 HARDWARE-SPECIFIC METHODS

In this section, the Hardware-Specific methods are pre-
sented. They are designed by device developers based on
the architecture of the processors. CNN algorithms are
modified to achieve an efficient inference on the device,
the modification methods are specialized for a certain
kind of hardware. Some of the common methods are
analyzed and details of their modification are explained.

4.1 Computation Graph Optimization

In most of the development processes for the CNN-
based applications, CNN models are first designed
on desktop computers and then implemented on the
edge devices. Many mature software frameworks are
on desktop computers, such as TensorFlow [47], Py-
Torch [48], and MXNet [49]. Because of the memory
and power constraints and difference in architectures,
these frameworks are unsuitable for the edge devices.
Therefore, the deployment is to convert the CNN from
a software framework to the corresponding framework
of the device. In the process, the CNN algorithm is
first mapped to a computation graph, with each layer
operation viewed as a node and the data as an edge,
then the computation graph is optimized. Common graph
optimization methods are introduced in the following
sections.

4.1.1 Batch Normalization Fusion: The BN layer is
a common component of the CNN models, usually in-
serted following the Conv layer to normalize the output
feature map, which reduces optimization difficulties. Let
γi and βi denote the weight and bias of the BN layer
on the ith channel, µB and σB are the batch mean
and variance, ϵ is an arbitrarily small constant. For the
ith channel input Mi, the output of the BN layer is
computed as:

BN(Mi) = γi
Mi − µB√

σ2
B + ϵ

+ βi (4)

During inference, µB and σB are the constant values.
Therefore, the BN layer is considered as a linear process
and can be fused into the previous or next node, typically
Conv and linear nodes. Equation 5 shows the updated
weight Ŵ and bias b̂ of the fused node. After updating,
the BN nodes are deleted with no harm.

Ŵi =
γiWi√
σ2
B + ϵ

,

b̂i = βi −
γiµB√
σ2
B + ϵ

.
(5)

4.1.2 Activation Layer Fusion: The activation layers
are typically fused at the output with preceding complex
nodes, such as Conv , Dwise , and pooling nodes. For
example, the most common ReLU node is converted to
the max operations and performed before saving the
calculation results to the memory.

4.1.3 Depthwise Separable Convolution Optimiza-
tion: The Dwise layer is a special case of Conv ,
which divides the convolution into multiple groups,
each processing only one input feature map. In the
traditional convolutional, calculating each activation in
the output feature map requires partial feature maps
on all input channels. When the memory capacity is
not enough, the feature map should be read multiple
times, which leads to an extra memory access cost. Each
convolutional task of a Dwise node is independent and
has the desired parallelism. Therefore, there is a higher
degree of freedom when it comes to memory scheduling
and core task allocation. As a result, many deployment
tools design operators specifically for the Dwise nodes
to take advantage of its separability.

4.2 Image to Column
The Conv layer is recognized as a part of CNN that

consumes the most computational power and resources
[50]. Specifically, convolution extracts features by slid-
ing multiple convolution kernels over the input feature
map and performing a weighted summation operation
on each local region [51]. The method requires frequent
memory accesses to read the input data and weights and
store the output, resulting in a significant latency.

Image to column (im2col ) is a proposal to solve
the problem. Different from traditional Conv , im2col
realizes Conv by a dot product [52]. Specifically, the
input feature maps and filter are unfolded (See Figure 4).
Computing an output activation requires multiple sub-
matrices with the same coordinates taken from all input
feature maps. Each sub-matrix has the same size k×k as
the convolution kernel. In im2col , each sub-matrix is the
loaded and expanded to a vector by the input channel,
and the input vector buffer of size k × k × channel
is obtained. Let the input buffer corresponding to the
output (x, y) be denoted as im2col(x, y). Similarly, the
filter on the N th input channel is expanded to the vector
by the input channel, and a weight buffer F (N) is
obtained.

Consequently, the activation (x, y) of the N th output
feature map is calculated as:

O(x, y)N = dot(F (N), im2col(x, y)) (6)
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Figure 4. Image to column: converts convolution to matrix multiplication to speed up computation.

With this approach, convolution is converted to a dot
product between im2col(x, y) and F (N). The Arith-
metic Logic Unit (ALU) can simply load the corre-
sponding elements from im2col(x, y) and F (N) and
perform a Multiply-Accumulate (MAC) operation. The
entire process has no branch operations or memory
accesses; the computation is intensive, thus the execution
is efficient.

To summary, the function of im2col is to store the
required data in the continuous memory during the
calculation. The approach facilitates a direct loading of
the data in the desired format at one time, effectively
reducing the number of the memory accesses and thus
reducing the computation time. Moreover, the access of
im2col is regular, so it can be combined with SIMD
instructions to realize an efficient parallel computation.

4.3 Date Reuse

As mentioned above reducing the memory access is
important for the edge devices. To further reduce the
number of the memory accesses, increasing the data
reuse rate is effective [53]. An approach is to keep the
same amount of the input and weight data in the cache.
It is easy to notice that when computing the output with
input coordinates of (x, y) and (x + 1, y), the weight
matrices are the same. Therefore, the weight cache can
be reused.

To provide a clear explanation, the inputs and weights
are processed by im2col . The im2col(x, y) input,
im2col(x + 1, y) and weights F (N), F (N + 1) are
loaded to the cache, the O(x, y)N , O(x + 1, y)N ,
O(x, y)N+1 and O(x + 1, y)N+1 activations can be
calculated. Four MAC operations are accomplished with
four load causing by data reuse; the load efficiency is 1
MAC/load. When the number of both input buffers and
weight buffers is increased to four, the load efficiency

reaches two MAC/load. Note that the input buffer here
corresponds to different coordinates, and the weight
buffer corresponds to different channels. If the number
of buffers continues to increase proportionally, the load
efficiency is even higher. In contrast, if the input buffer
is seven and the weight buffer is one, the load efficiency
is only one MAC/load.

In practice, the cache is insufficient to keep so much
data in many edge devices. Therefore, the deployment
tool would schedule data loads based on the size of the
cache and memory to achieve a high load efficiency.

4.4 Quantization

Quantization is a mature CNN acceleration technique.
CNNs parameter are typically saved in the 32-bit floating
point (FP32) during training. In quantization, parameters
are stored with a lower bit precision, such as 16-
bit integer (INT16) and 8-bit integer (INT8). Since
the data precision is reduced, the memory overhead
of the parameter storage and the computational cost
of the matrix multiplication are significantly reduced.
Also, CNNs are demonstrated robust to quantization, so
they can be quantified with a minor performance loss
[54]. Hence, quantization is widely used in the CNN
deployment processes. This section concentrates on a
common quantization approach and the fundamentals of
running quantified models on fixed-point accelerators.

In the quantization, the weights and activations of the
model are mapped to a low-precision fixed-point quanti-
fied representations, usually INT8. Then, the quantified
representations are stored and computed on the device
to achieve acceleration. There are many proposals for
quantization. A uniform affine quantization is presented
as an example [55], as it is the most common. The
method is defined by three quantization parameters:
scale factor s, zero point z, and bit width bit. Scaling
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Figure 5. Diagram of the INT8 data MAC operation. a{1,2,3,4} denotes products stored in the same accumulator.

factors and zeros are employed to transform the floating-
point values into integer values, where the scaling factor
is a floating-point number and the zero point is an integer
to determine the zero in the quantified representation.

The quantization process is explored based on these
quantization parameters. The section shows an example
of the inference of the INT8 quantified data on a 32-
bit device. The convolution operation is simplified to
multiple MAC operations. Given weight W and input
activation I , output activation A is computed as:

A =
∑
m

Wm · Im + b (7)

Then taking activation as an example, mapping I to
the integer value Iint is:

Iint = clamp(
I

si
+ zi; 0, 2

bit − 1) (8)

The clamp operation is defined as:

clamp (x; a, c) =


a, x < a,

x, a ≤ x ≤ c,

c, x > c.

(9)

Commonly, the quantization parameters for weights
and activations are separate [56], they are sw and zw for
Wint. The scheme gives granularity to the quantization,
and increasing the granularity reduces the accuracy loss
due to quantization. According to Equation 8, the quan-
tization parameters are computed on the whole tensor.
Thus, the approach does not lead to a huge computation
cost. Similarly, the quantization parameters are separated
for each layer.

Now, the intermediate result of output activation Aint

is obtained as:

Aint = Wint · Iint. (10)

Equation 10 is the main computation task on the
devices. The calculations can be performed with fixed
points. Thus, the cost of the memory access during
reading and storage is low.

When SIMD (Single Instruction, Multiple Data) in-
structions are integrated into the device instruction
set, the MAC executed per cycle can be significantly
increased. Figure 5 shows the details of the MAC
operations and the acceleration effect of the SIMD
instructions. Obtaining each product requires one cycle
to perform the multiplication of two INT8 data. Utilizing
the SIMD instructions, four INT8 data can be stored in a
32-bit register, and four MAC operations are performed
in one cycle. As a result, the MAC operation accelerate
by 4×. Fortunately, nowadays, many CPU architectures
support the SIMD instruction.

However, the difference between Aint and the correct
activation A is huge. Aint should be de-quantified. Let
Â, Ŵ and Î denote the de-quantification representations
of Aint, Wint, Iint, which are approximate to the actual
value. According to Equation 8, the de-quantification
representations can be written as:

Î = si(Iint − zi) ≈ I (11)

Ŵ = sw(Wint − zw) ≈ W (12)

Â =
∑
m

Ŵm · Îm + b ≈ A (13)

Combining the Equations 11 and 12, Ŵm · Îm is
calculated as:
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Figure 6. Diagram of the quantified model inference. sliz
l
i are the quantization parameters of the lth layer

Ŵ Î = sw(Wint − zw)sx(Iint − zx)

= swsxWintIint − swzwsxIint − swsxzxWint

+ swzwsxzx (14)

Each value in the third and fourth term is determined
before compilation, The compiler can pre-compute its
result and combine it with the bias of the layer, so no
added computational costs. The second term depends
on unknown input Iint, i.e. an additional term should be
computed in the inference. In the first term, all Aint are
multiplied by the same floating point number, so it is
computed after Aint are summed:

Â =
∑
m

Ŵm · Îm + b

= swsx
∑

Aint − swzwsx
∑

Iint + b (15)

As seen, a significant number of the intermediate
calculations are accumulated in Equation15, leading to a
high risk of overflowing Aint. Therefore Aint should be
stored at INT32. Similarly, the bias is stored in INT32.

The activation Â stored in the accumulator should be
stored in the memory before it is used by the next layer.
To reduce the data transmission cost, Â is re-quantified
to the low-precision. Since Si is different for each layer,
this step should be performed based on the quantization
parameters of the next layer. In practice, de-quantization
and re-quantization are combined into one process.

The Figure 6 shows the flow of the quantified model
inference: (1) load the INT8 activations Iint and INT8
weights Wint from the memory and compute Aint. (2)
de-quantify Aint by combining Iint and the quantization
parameters sliz

l
iz

l
w of this layer, then re-quantify to

INT8 by quantization parameters s(l+1)
i z

(l+1)
i of the next

layer. (3) store the INT8 activations in the memory.

5 MODEL DESIGN ANALYSIS

The mature CNN deployment acceleration methods mit-
igate part of the resource-constrained problem on the

edge devices. However, real-time CNN-based applica-
tions are still a challenge for the edge devices. Many
studies focus on designing models with the low latency
and high accuracy. In this section, we explore the rela-
tionship between the model architecture and accuracy,
model FLOPs, and latency.

5.1 Experimental Method
A basic CNN framework with a reference to ResNet

and MobileNetV2 (See Table 1). It consists of three
parts: In-conv, Blocks and Classify. The In-conv contains
a Conv-BN-Act structure where ReLU is employed as
an activation layer. The Block consists of four block
structures stacked on top of each other. The block
structure is selected from the VGG block, residual block
and IR block introduced in Section 3. The channels of
each alternative block structure are carefully tuned so
that models generated from the three block structures
have similar FLOPs. Adjustments of the width and depth
take place in the Block part. When the depth is increased
by 1, each block structure is duplicated and inserted
behind itself. The width is the scaling factor applied to
the output channel number of each convolutional layer in
the block structure. Regardless of the depth, the feature
map size reduction occurs at the beginning and middle of
the Block part. The Classify part consists of one average
pooling layer and one linear layer that classifies the
output of the Block part. The models are generated based
on a preset width, depth, and selected block structure.

In the experiments, multiple sets of the width and
depth are applied. Models are generated with three block
structures, respectively, and the accuracy and latency of
the models are measured. The models with their width
and height set to one are considered the baseline models.

5.2 Experimental Configuration
Training configuration: CIFAR10 is adopted as

an experimental dataset. CIFAR10 contains 50000 train-
ing images and 10000 test images with the size of 32
× 32. The training process consists of five epochs of
warm-up and 800 epochs of training. The cosine learning
rate schedule is employed with an initial value of 0.02,
momentum of 0.9, and weight decay of 0.0005. The
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Table 1. Proposed CNN framework. [3×3,16] denotes a convolutional layer with kernel size 3 and output channel
16.

Name Output size Architecture
VGG block Residual block IR block

In-conv 32×32 Conv-bn-ReLU, [3×3,16], stride=1

Block 1 16×16 [3×3,16]
[3×3,16]

[1×1,24] [1×1,128]
× Depth [3×3,24] × Depth [3×3,128] × Depth

[1×1,80] [1×1,32]

Block 2 16×16 [3×3,16]
[3×3,16]

[1×1,24] [1×1,128]
× Depth [3×3,24] × Depth [3×3,128] × Depth

[1×1,80] [1×1,32]

Block 3 8×8 [3×3,32]
[3×3,32]

[1×1,48] [1×1,192]
× Depth [3×3,48] × Depth [3×3,192] × Depth

[1×1,128] [1×1,64]

Block 4 8×8 [3×3,32]
[3×3,32]

[1×1,48] [1×1,192]
× Depth [3×3,48] × Depth [3×3,192] × Depth

[1×1,128] [1×1,64]

Classify 1×1 Average pool
Linear
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Figure 7. Results of the accuracy analysis experiments. The legend indicates the adopted block structure.
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Table 2. Latency of the models with the same FLOPs on experimental platforms. (↑) indicates the percentage
increase in the latency compared to the baseline model.

Block Depth Width FLOPs Latency(ms)

(M) FPGA (↑) GAP8 (↑) CPU (↑)

VGG
1 1 11.35 0.11 10.29 2.12
4 1 25.82 0.15 (38.5%) 24.34 (136.6%) 5.86 (177.1%)
1 1.6 25.15 0.20 (79.8%) 27.83 (170.5%) 2.87 (35.8%)

Residual
1 1 11.43 0.22 12.43 2.92
3 1 29.88 0.43 (96.3%) 30.00 (141.3%) 7.07 (141.9%)
1 1.7 29.93 0.31 (43.3%) 30.53 (145.5%) 3.88 (32.8%)

IR
1 1 11.85 0.21 10.21 3.58
2 1 20.82 0.33 (60.4%) 17.30 (69.4%) 6.49 (81.5%)
1 1.4 20.12 0.26 (23.2%) 15.80 (54.8%) 4.27 (19.3%)

models generated with each setting are trained four times
from the initial. The one with the highest accuracy is
taken as the result.
Deployment details: All the training processes

are performed on Nvidia GeForce GTX 3080 Ti GPU
and Intel i9-10900 CPU by PyTorch.

Regarding, the latency measurement, the generated
models are implemented on GAP8 [57], Field Pro-
grammable Gate Array (FPGA) ZCU102, and desktop
CPU i7-9700. The official deployment flow of each
device is adopted in the experiments. GAP8 is an IoT
application processor based on the RISC-V and PULP
platform [58], developed by GreenWaves Technologies,
which is featured by a low power consumption and
parallel processing. For the deployment on GAP8, the
generated models are quantified to INT-8 and compiled
by NNTOOL and AutoTiler [59], then simulated on
GVSoC [60]. The measured working time of the cluster
cores is taken as the latency.

For the deployment on FPGA ZCU102, the gener-
ated models are quantified to INT-8 and compiled into
the Xmodel with the Vitis-AI deployment environment
[61]. It includes optimized IP cores, AI Quantizer for
quantifying CNNs, and AI Compiler for optimizing and
compiling CNNs computation graph. In the experiments,
the software execution time of ZCU102 is regarded as
the latency of the CNN application.

For the Intel i7-9700 desktop CPU platform, the
generated models are implemented by PyTorch without
Quantization. The latency is measured by the PyTorch
Profiler. After 50 times of warm-up, each model per-
forms 50 times of inference, and the average latency is
adopted.

5.3 Experimental Result

First, the relationship between the accuracy and model
architecture is explored. Figure 7a shows the change in
the accuracy and FLOPs when increasing the width of
the three baseline models to 1.5, 3, and Figure 7b shows

the change in the accuracy and FLOPs when adjusting
the depth of the three baseline models to 2, 4.

As seen, increasing both the width and depth of the
model improves the accuracy. The effect of the depth
on the accuracy is more obvious. In the model with IR
block, the accuracy is improved from 89.80% to 94.61%,
while the the adjustment of width improves only by
92.85%. In terms of the FLOPs, except for the VGG
block, the FLOPs of the models with the depth of 2 are
only about 1/4 of the FLOPs with the width of 3, while
they have a similar accuracy.

It is worth noting that the accuracy of the model with
the VGG block decreases instead after adding depth.
This is due to the gradient vanishing problem explored
above.

Next, the relationship between the latency and model
FLOPs is explored. The width and height of the three
baseline models are increased, so that the adjusted
models have close FLOPs. The models are implemented
on FPGA ZCU102, GAP8, and desktop CPU, and the
inference latency is measured.

Table 2 shows the latency of each model and the
increased percentage compared to the baseline model.
For CPU, the models with an increased depth have much
more latency than the models with an increased width,
up to a 177.1% increase in the latency compared to the
baseline model. Moreover, for the models adopting the
Residual block and IR block, creasing depth results in
increased latency on all platforms except GAP8. For the
model with VGG blocks, increasing the width results in
increased latency on FPGA and GAP8, while the results
are reversed on CPU.

Despite the lack of experimental results on more
platforms with more model architectures, our observa-
tions demonstrate the following: (1) For models with
residual connections, increasing the number of the block
structures improves the accuracy. (2) There is no direct
relationship between FLOPs of the model and its la-
tency, the model latency on the devices should not be
analyzed based only on FLOPs, but also on the model
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architectures.

CONCLUSION

With the rapidly development of AIoT and CNN tech-
nologies, the demand for implementing CNN applica-
tions on the edge devices is rising. Since the CNN algo-
rithms are considered huge for the edge devices, several
CNN optimization methods are integrated into the device
deployment tools. Due to the rapid development, the
optimization process adopted by the deploy tools is non-
uniform, and the details are poorly explained. Hence,
the paper provides a comprehensive analysis of the
deployment optimization methods for the CNN-based
applications on the edge devices. The paper analyzes the
Hardware-Agnostic methods, including model pruning,
knowledge distillation, neural architecture search and
the Hardware-Specific methods, including computation
graph optimization, image to column, data reuse quan-
tization. Based on the results of training and deploy-
ment of several architectural models, suggestions for the
model design are presented.
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