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Abstract. The recommendation system (RS) has become an essential component of various e-commerce
platforms. Its purpose is to predict the next interaction item based on the user’s information and his/her
interaction history. As the existing methods have not flexibly used the external knowledge, the potential
knowledge-level correlation between products can not be fully utilized. Therefore, the results recommended
for users are limited to simple models and can not be reasonably extended. We propose a novel model which
takes the multi-task learning with a multi-view attention for recommendation system (RS) and knowledge graph
embedding (KGE) tasks simultaneously, motivated by the following. First, RS and KGE both involve embedding
learning problems, one of which is at the item level and the other at the knowledge level. Second, these two
tasks can help each other to improve. In other words, RS can incorporate the external knowledge from the
knowledge graph, and KGE can be enhanced by learning a contextual information from RS. To improve the
interactive process between these two tasks, we propose a novel multi-task learning scheme, which ingeniously
employs a multi-view attention learned from various views on interacting these tasks more effectively and
learning the embedding representation more comprehensively. The experiments conducted on several standard
datasets demonstrate the effectiveness of the proposed method and an improvement in RS and KGE.
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Veckriterijska optimizacija grafikona znanja v sistemih
za priporocila

Sistem za priporocila (RS) je postal bistveni sestavni del
razli¢nih platform za e-poslovanje. Njegov namen je predvideti
naslednji korak interakcije na osnovi uporabnikovih informa-
cij. Ker obstojeCe metode ne uporabljajo dodatnega znanja
in informacij, potencialnih korelacij med predmeti ni mogoce
v celoti upoStevati. V prispevku predlagamo nov model, ki
uposteva vecopravilno ucenje za simultano vkljucevanje nalog
v sistem za priporocila. U¢inkovitost predlaganih metod smo
eksperimentalno preverili na standardnih naborih podatkov.
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1 INTRODUCTION

RS plays a vital role in improving users’ online service
experience. It analyzes the user’s behaviour, finds the
their personalized needs, and personalizes some products
to the corresponding users, helping them find the prod-
ucts they want but are difficult to find. Although a well-
performing RS can significantly reduce the users’ time
and energy in looking for things of interest, sometimes
there are some unexpected recommendation items that
cause confusion to users. To building an effective RS,
there are many powerful neural network-based recom-
mendation algorithms [1, 2, 3, 4, 5, 6]. By encoding
historical interaction records as hidden vectors, these
methods can capture dynamic users’ preferences over
time and predict the probability of the next product.
However, most algorithms have data sparsity problems,
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such as a lack of a detailed information about the
network of products or the social information about
users, and it is difficult for these algorithms to give an
apparent recommendation reason.
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Figure 1. Diagram of KG-enhanced movie RS. KG provides
a wealth of links among facts and entities, improving the
accuracy, diversity, and interpretability of recommended result.

In other studies, some recommendation algorithms
introduce the external knowledge into the recommenda-
tion process [7, 8, 9, 10, 11]. The external information
knowledge should surely be rich and flexible and can
represent contextual details in various fields. After an in-
depth study, we find that structured knowledge graphs
show a great potential in providing information about
recommended items and offer promising solutions to
improve the RS’s accuracy and interpretability [12, 13,
14, 15]. KG is a heterogeneous structure that stores
the world knowledge in a form of a machine-readable
graph, in which nodes represent entities and edges
define relationships between entities. We can import
the recommended item attributes into KG as an aux-
iliary information. In general, researchers extract these
attributes from open KG databases and mark them as an
item knowledge to reduce data sparsity. KG is a trendy
term in many practical applications [16, 17, 18, 19, 20]
because it is very convenient and useful to construct a
background knowledge in a graphic form. To illustrate
the significance of incorporating the KG into recom-
mendation modelling, we use a toy example, which is
extracted from a real movie dataset. In Figure 1, the
movies, actors, and directors are entities and relations
are edges. It shows that a user has watched some movies
on his/her mobile phone, among which the Schindler’s
List and The Terminal are directed by the same director
(i.e., Steven Spielberg); The Schindler’s List and the War
Horse belong to the same genre (i.e., war). Therefore,
the multiple-relationships of the movie knowledge can
be effectively summarized through a movie-knowledge
graph. Through the entity representation based on the
attribute correlation, the potential relationship between
the target user and the candidate item can be discovered
accurately to improve the recommendation performance.
In order to fully obtain a compact representation of a
KG information, researchers use knowledge embedding
methods to map entities and relationships into low-
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dimensional vectors formed knowledge graph embed-
ding (KGE) [21, 22, 23]. KGE transforms entities and
relationships into a continuous vector space, while re-
taining the KG’s original structure. The learned entity
and relationship embedding vectors are then used in
various tasks, such as RS.

Based on the above motivations, we propose a novel
multi-task learning framework to provide an accurate
and interpretable recommendation. The basic idea in-
cludes two aspects: 1) using the KG facts as an auxiliary
information to enhance the modelling of the user-item
interaction; 2) learning the representation of entities and
relationships in a low-dimensional continuous vector
space on the basis of an improved user-item modelling.
The framework is composed of a RS module and a
KGE module. The KGE module learns a general and
compact representation for entities and relationships,
which is easy to use and integrate for a subsequent use.
The RS module combines the existing recommendation
model with the learned knowledge fact vectors to better
deal with the cold start problems and give interpretable
recommendations. In KGE module, we exploit KG to
summarize the available facts from the product associa-
tion and provide convincing recommendations based on
the facts of RS module. For example, we can learn about
users’ preferences for actors through relevant entities
and relationships in the movie-knowledge facts. That
is to say, if some users favour Tom Hanks, we can
recommend other movies that they have not watched
before, such as The Green Mile, in which Tom Hanks is
one of the actors. This discovery motivates us to design
a multi-task learning paradigm leveraging the ready-
made knowledge facts. The existing multi-task learning
schemes mostly divide the neural network layers into
a task-specific and a task sharing layer [24, 25]. The
shared layer is shared among all tasks, while the task-
specific layer is independent from other tasks. To model
an interaction between different tasks in a more fine-
grained way, we aggregate the information of task-
specific layers through an attention mechanism and then
learn more comprehensive item representations in shared
layers, termed a multi-view attentive unit. Specifically,
a shared unit uses a multi-view attention mechanism
to enhance the item representational learning by com-
bining item-view information from a RS module and
a knowledge-view information from a KGE module if
they refer to the same thing. Each neuron from different
modules combines different inputs (user-item interac-
tion data and knowledge facts) and applies a nonlinear
activation function in the multi-view attentive unit. By
using a multi-view attention scheme, a item-level and
knowledge-level attention information can be shared and
transferred between different tasks effectively.

In summary, our contributions in this paper are as
follows:
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1) By building a new RS model, we extend the
traditional collaborative filtering to learning over a
heterogenous knowledge-based embedding, mak-
ing it possible to capture the users’ preferences
comprehensively.

2) KG is incorporated into our model through a
multi-task paradigm, which takes KGE learning
as an auxiliary task of the model.

3) By proposing a multi-view attention mechanism
to link different tasks, a critical information of the
task-specific layers is integrated into the shared
layers, enabling the model to learn the item-level
and knowledge-level representation interactively.

4) By providing a deep insights on the rationale of
our model design mechanism, and three real-world
RS datasets are linked to the facts in Microsoft
Satori * for experiments. Our model’s superiority
over the state-of-the-art models is demonstrated.

2 RELATED WORK

In the early RS research, researchers focused on rec-
ommending similar users or items to target users, such
as collaborative filters (CF) [26], factorization machines
[27, 28], and matrix factorization [29]. The standard
practice of these methods is to utilize the users’ history
interaction and extract the representation of users and
items to calculate their similarity. With the emergence
of the neural network [30, 31], an increasing number
of deep-learning methods [32, 33, 34, 35, 36, 37, 38]
extend the traditional similarity-based methods, and
propose a more effective mechanism to automatically
extract the potential features of users and items for
recommendation. However, they still have problems
such as the data sparsity and cold-start. Researchers
try to use the content-based methods to deal with these
problems by adding various auxiliary information (side
information) [39, 7, 40], such as a context review,
product attributes, user social network and KG.
Among the side information, KG shows an excel-
lent potentials in recommendations with its well-defined
structure and sufficient resources. According to the given
mapping relationship between entities and items, this
type of methods transfers the structural knowledge of
entities from knowledge facts to user-item interaction
modelling. The KGE use in RS is mainly due to the
successful application of several public KG datasets
(such as freebase, DBpedia, Yago) in semantic [41],
information extraction [42] and other tasks [43, 44].
Embedding-based methods usually pre-process KG with
KGE algorithms and incorporate the learned entity em-
beddings into a RS framework. Collaborative Knowl-
edge base Embedding (CKE) [9] combines CF with
the structural knowledge, textual knowledge and visual

*https://searchengineland.com/library/bing/bing-satori

knowledge in a common framework. However, in a
general research and industrial environments, it is not
easy to have the structural data, visual data and textual
data at the same time. Moreover, CKE itself does not use
the relationship information between entities in KG. The
knowledge-aware network (DKN) [46] treats the entity,
word and context embeddings as different channels and
then designs a convolutional neural network (CNN) to
combine them for news recommendation. Also,it does
not use the relationship information, and the entity
information in KG is directly used after preprocessing
in advance. This brute-force transfer would damage the
model recommendation performance. Our model uses
the relationship information in KG, so that the KG vector
representation is closer to the corresponding recommen-
dation data. RippleNet [47] is a memory-network-like
model that propagates users’ potential KG preferences
and explores their hierarchical interests. It regards the
user historical interest as a KG seed, and then iteratively
expands the user’s interest along the KG link to discover
their potential interest in candidate products. However,
as the number of hops increases, the number of paths
calculated by the model increases sharply, which leads
to an excessive amount of calculations. MKR [48] goes
a step further cross-domain recommendation (CKE)
and proves that incorporating knowledge information
enhances RS performance by introducing multiple ob-
jectives. It adopts a multi-task learning framework and
treats the RS and KGE learning as two independent
but related tasks. However, its KGE processing is not
perfect, which leads to the inability to solve the common
multi-head issue in KG. A multi-head phenomenon is
that some relationships may correspond to multi-head
entities or tail entities, leading to a severe many-to-one
and many-to-many problem, making the learned triple-
embedding unable to be effectively utilized.

The significant differences between M2RK and the
existing algorithm are as follows: (1) M2RK inte-
grates the product knowledge graph through a multi-
task learning paradigm, which uses KGE learning as
an auxiliary task to ensure that the model obtains a
dynamic representation of users in the relevant field,;
(2) M?2RK proposes a multi-view attention mechanism
to link different tasks. This mechanism integrates the
critical information of a task-specific layer into a shared
layer. It enables the model to interactively learn the
representation of the item level and the knowledge level.

3 METHODOLOGY

In this section, we introduce the details of M2RK,
including the related algorithms involved in the model.
We first illustrate the problem and then analyze the
M?RK pipeline followed by a detailed description of
each component. We lastly discuss the learning algo-
rithm.
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Figure 2. Overall pipeline of the proposed M2RK. The arrows in the figure indicate the data flow. The user-item entry and
the related KG facts are extracted simultaneously and then fed into the main body. Inspired by the multi-task learning, the
main body consists of three components: multi-view attention unit, recommendation module (top of the multi-task layer), and
knowledge graph embedding module (bottom of the multi-task layer).

Notations. The users’ set is denoted as U
{uy,ug, -+ ,u,} and the items’ set as V
{v1,v2,- -+ ,v,}. If an interaction between user u and
item v is observed, then each entry y, , in user-item
feedback matrix R € R™*™ is defined as y,, = 1;
otherwise it is defined as 0. For the sake of generality,
we use the term “entity” to refer to objects that can be
mapped to KG. KG dataset consists of entities (as nodes)
and relationships (as different types of edges), which
can be represented as G = (F, R). We can use many
triplets (head entity, relationship, tail entity) to represent
the facts (head entity, tail entity) € E and relationship
€ R in KG.

Assuming that the RS items can be linked with the
KG entities, RS item set V' is regarded as a subset of
the KG entity set I, then having V' € E. By linking the
RS item with the KG entity, obtained all its related KG
triplets.

Problem Defintion. In the multi-task scenario, our
research focuses on a joint learning of the embedding
vector in KG and RS. Our problem is defined as follows:
Given users U, items V, user-item interactions and a
knowledge graph G, our aims is jointly (1) learn the
embedding vector among triplets based on KG and (2)
learn RS to recommend the item to each user based
on their interaction history and KGE. This framework
outputs probability y,/w which quantifies the preference
of u like v, and all its related KG triplet embedding
vectors.

3.1 Framework Overview

To explain more clearly, we introduce a schematic
M?RK diagram from the left side of Figure 2. Besides
user and item training samples, the relevant KG triplets
are also included in M2?RK of the model training
stage to learn the corresponding entity embeddings. In
particular, the KG-enhanced RS includes two subtasks:
1) learning the latent vector representation in KG based
on item association. 2) recommending products for each
user u based on the embedding vector generated by the
purchase history and KG facts. To fulfil these tasks, we
design a multitask learning framework. The framework
consists of three modules, a KGE module, RS module
and multi-view attentive module. The KGE module
derives the impact embedding vectors by translating the
head entities and relations with the ground-truth tail
entities in KG. Based on the embedding set, we design
an item-entity feature sharing module, namely multi-
view attentive module in which the item embedding
vectors in the RS module and the entity embedding
vectors in KGE module fully interact. In the RS module,
the item-entity feature vector is used as an additional
input to improve the performance of recommendation
and explain the recommendation results. The critical
M?RK components are given follow:

Multi-View Attention Module. The product item
is assumed to usually correspond to the knowledge
entities in many fields, such as books, movies and music,
which makes it possible to transfer the knowledge across
fields. We believe that the information related to the
two tasks is complementary, revealing a connectivity
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Figure 3. Diagram of a multi-view attentive unit. At the
bottom, the item (orange boxes) and entity (green boxes)
embedding vectors denote the input of the ! layer multi-view
attention module. In the middle part, the items, entities and
their interactive vectors learn the attention weight and then
output the transferred representation from two perspectives
after completing a multiple-attention interaction.

between users and products. We propose a multi-view
attention mechanism that obtains a critical information
from the task-specific layer and the shared layer. Firstly,
for item v and its related entities e, we construct a high-
level interaction of its latent v € R? and e € R%:

v = wo + wUUU(l,1)+ <w'w > V(1-1)€(1—1) €))]
er = wo +we 1)+ < w W >vg_qyeq_1y ()

where v; and e; denote the augmented item and entity
representations in the [ layer, wg is the global bias,
w € RY models the weight of the variable, < -,- >
is the dot product that models the interaction between
the latent feature v and e. The weight of < w"®, w®’ >
and < w®’, w"® > is calculated based on the correlation
between the item and entity. In this layer, both item
and entity representation are simultaneously augmented
by multi-view attention module of a symmetrical neural
architecture (see Figure 3).

Although the attention mechanism has been widely
used in deep recommendation models[6, 5, 49, 50], they
only apply the attention mechanism to the item side
without considering the entity-level embedding, which

limits a further improvement of the recommendation per-
formance. As shown in Figure 3, unlike other attention-
sharing schemes, besides utilizing the attention from
the task-specific layer, we also combine the information
from the shared layer. In addition, we also obtain an
attention information of one thing from two perspectives
of the item and knowledge level, because a item- and
knowledge-level information may considering contribu-
tion to the representation learning. In subsequent calcu-
lations, the multi-view interactive operation is expressed
as M (v, e).

RS Module. The RS Module can be divided into
three layers: embedding, feature-sharing and prediction
layer. In the embedding layer, we first use an embedding
look-up method to project each user and item into low-
dimensional vectors. Then, the user feature vectors are
extracted as a latent condensed feature using the [-layer
multi-layer perceptron (MLP), as shown below :

w = MLP(MLP(--- MLP(u))) 3)

where M LP(x) = o(Wax + b) is a multi-layer percep-
tion composed of hidden layers with weight W, bias b
and relu o(-) as the activation function.

In the feature-sharing layer, we use a multi-view at-
tention unit to extract the item latent condensed feature,
as shown below:

v = MéwS(v) (v, e)[v] )

where S(v) is the knowledge triplet set of the associated
entities of item v.

After getting user u’s latent feature u; and item v’s
latent feature v;, we combine the two pathways by inner
product frg. The final predicted probability of user u
engaging item v is:

Yuv = 0 (frs (u,v1)) %)

where g, is the estimated score which quantifies the
probability that u like v.

KGE Module. For the KGE Module, we propose a
translational distance architecture similar to TransH [22]
to learn representation vectors of head h and relation
r. For the sake of symmetry, the KGE Module is also
divided into three layers: the embedding, feature-sharing
and prediction layer. In the embedding layer, we use
an embedding look-up layer to project each entity and
its corresponding relations into low dimensional vectors.
Then we use an [-layer MLP to extract relation feature
vector from a latent condensed feature, as shown below

r= MLP(MLP(--- MLP(r)) (6)

where MLP(x) = o(Wax + b) is a multi-layer percep-
tion composed of hidden layers with weight W, bias b
and relu o(-) as the activation function.
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In the feature sharing layer, we use a multi-view at-
tention unit to extract the head latent condensed feature,
as shown below:

hi = Mgy (v, h)[h] )

where S(h) is the history purchase interaction set of
associated items of entity h.

The basic idea of the translation distance method is
to learn embeddings for entities and relations satisfying
h +r =t if there is a triplet (h, r, t) in KG. However,
some relations may correspond to multiple-head or tail
entities, resulting in a severe many-to-one and many-to-
many issue, which makes the learned triplet embedding
unable to be effectively utilized. To solve the problem,
each relation is assumed to build a hyperplane, and only
when the head and tail entities are projected to the same
hyperplane, the translation between the head and tail
entity is valid. It defines the energy score function for a
triplet in the prediction layer, as shown below:

fra(h,rt) =|| kRt +r—t | (8)

where ¢ is the real feature vector of the tail entity, ht
and ¢+ are projected entity vectors:

ht = h — w! hw,

tt =t —wltw,

where w,- and r are two learned vectors of relation 7,
w, denotes the projection vector of the corresponding
hyperplane. || - || indicates the L1-norm distance func-
tion, and the lower score of fx(h,r,t) indicates that
the triplet may be reasonable, otherwise no.

3.2 Learning Algorithm

The goal of multi-task learning (MTL) is to maximize
the following posterior probability of our model parame-
ters 0 given knowledge triplet set G and recommendation
sample set ). According to the Bayes rule, this objective
is defined as :

p(0,G,Y)

r(G.Y) ©
= maxp(0)p(G|0)p(V]0,9)

max p(0]|G,)) = max

where 6 includes the embeddings of each items, entity
and relation. p(#) is a 0’s prior probability which is set
to follow the Gaussian distribution of zero mean and 0.1
standard deviation. p(G|0) is the likelihood of observing
G given 0, and p(Y|6,G) is the likelihood of observing
Y given G and 6, which is defined as the product of the
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Bernoulli distribution. Then, the MTL loss function is :
L=Lrs+MLxce+ | 0I5

= - Z [yuv 10g guv + (1 - yuv) IOg(l - guv)]
(u,v)EY

STt +r =t =S R =t
¢G

(h,r,t)EG (h/,r,t/)
2
+ X2l 0[5

+ A\

(10)

where || ¢ Hg is the control term to prevent over-fitting,
and A\; and A9 are control parameters. We obtain the
value of A; and A, through tuning experiments. In the
next section, we will show that the learning result of one
task can be used as a hint to guide another task to learn
better.

Algorithm 1: Multi-Task Training for M2RK
Input: Interaction matrix ), knowledge graph G
Output: Prediction function F(u,v|0,),G)

1 Initialize all parameters 6;

2 for iter = I;iter< max_iter; iter++ do

3 for r = 1;:< TES: t++ do

4 1 Sample mini batch of positive and
negative interactions from );

5 2 Sample e ~ S(v) for each item 4 in
mini batch;

6 3 Update parameters of F by gradient
descent;

7 end

8 for t = 1;:< TEGE: 114+ do

9 1 Sample mini batch of true and false
triplets from G;

10 2 Sample v ~ S(h) for each head entity
h in minibatch;

11 3 Update parameters of F by gradient
descent;

12 end

13 end

14 reutrn F(u,v|0,),G)

Obviously, it is complicated to solve the above prob-
lems directly. We use the stochastic gradient descent
(SGD) algorithm to optimize the loss function iteratively.
The learning algorithm of M?RK is given in Algorithm
1. In each training iteration, in order to make the
calculation more efficient, we randomly sample a small
batch of positive/negative interaction data from ) and
extract a true/false triplet from G following a negative
sampling strategy [51]. We repeatedly train RS tasks
(lines 3-5) T'rs times, and then train KGE tasks (lines 6-
8) Tk g times. Then, we calculate the gradient of loss £
related to model parameter #, and update all parameters
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Table 1. Basic statistics for the three datasets and its related
knowledge graph.

Movie Book Music

Users 6,036 17,860 1,872

Items 2,347 14,910 3,846

\ Ratings | 753,772 | 139,746 | 42,346
Sparsity | 95.74% | 99.99% | 99.72%
Entities 6,729 24,039 9,366

G | Relations 7 10 60

Triplets 20,195 19,793 15,518

through a backpropagation based on a sampled mini-
batch. In addition, the hyperparameters Trs and Tk
of the algorithm represent the number of times the RS
task and the KGE task are trained separately in each
epoch. In a practical experiment, the values of Trg and
Txkcr depend on the size of the interaction dataset and
its related knowledge graph tripltes. We take a fixed
value of the epoch and set the epoch to 20 in further
experiments.

4 EXPERIMENTS

In this section, we first introduce the used datasets and
the implementation details of the experiments. Then, we
raise some research questions (RQ) about the rationality
and efficiency of the proposed model. We try to answer
the following research questions:

RQ1: Is the proposed multi-task learning model more
effective than other models?

RQ2: Is it useful to incorporate side information
(knowledge graph) into RS?

RQ3: Among the alternative and joint training, which
is more suitable for incorporating KGE learning into the
M?RK?

RQ4: Is the multi-task learning scheme effective in
KGE method? Is the proposed method also superior to
the baseline?

4.1 Datasets

Our task is to prepare two types of datasets, namely
RS and KG dataset. A detailed description of the original
dataset is given follow:

RS Datasets. We consider three widely used RS
datasets, e.g. MovieLens, Book-Crossing and Last.FM
which cover the fields of the movie, book, and music,
respectively.

e MovieLens 1M * dataset describes the users’ pref-
erences on the movies. The interaction data format
is in the form of (user,item,level, timestamp),
which represents the user’s rating score on a spe-
cific movie at a specific time. The dataset is a

*https://grouplens.org/datasets/movielens/1m/

well-known benchmark dataset containing 753,772
ratings from 6036 users on 2347 movies.

e Book-Crossing " dataset describes users’ prefer-
ences on the book products, which has a data
form, i.e.,{user, item, rating). The dataset is very
sparse, containing 139,746 ratings from 17,860
users over nearly 14,910 items.

e Last.FM ¥ dataset describes the users’ interaction
records on music. It records the listening count of
a song by a user but does not contain the rating
information. The dataset contains 42,346 ratings
from 1,872 users, including nearly 3,846 items.

KG Dataset. We adopt the large-scale public Mi-
crosoft Satori service, which is a public knowl-
edge database building facts in the form of triplets
(head, relation, tail).

Table 1 shows the statistics of the MovielLens-1m,
Book-Crossing and Last.FM datasets. After preprocess-
ing, MovieLens-1m has 6040 users, 2347 projects and
753,772 interactive records. The movie KG has 20,195
triplets, 6,729 entities and seven relations. The Book-
Crossing has 17,860 users, 14,910 items and 139,746
interaction records. The related book KG is composed
of 19,793 triplets, 24,039 entities, and ten relations.
The Last.FM has 1,872 users, 3,846 items and 42,346
interactive records. The related music KG has 15,518
triplets, 9,366 entities and 60 relations. We also list
the sparsity rate of each dataset. The sparsity of Book-
Crossing and Last.FM is considerable.

4.2 Implementation Details

For the RS task, we use a stochastic gradi-
ent optimizer with the learning rate selected among
{0.005,0.02,0.01,0.1}. To be consistent with the RS
task implementation, we also use the stochastic gradient
descent for the KGE module with learning rate selected
among {0.001,0.02,0.01,0.1}. All the above modules
are trained using negative sampling. For each user, we
randomly select ten products that do not appear in the
interaction record to form negative samples. For each
KG triplet, we sample three negative triplets based on
the same operation. The best parameters settings are:
the batch size is 4096; the dimension of embeddings
is 8; the learning rate for the RS task is 0.02, and the
learning rate for the KGE task is 0.01. When conducting
experiments, 70% of the items of each user are leveraged
for training, while the rest are used for testing. All the
implementations are in Tensorflow.

4.3 Compared baselines

In order to emphasize the superior performance of
M?RK, we compare it with the following state-of-the-
art models and describe them in detail:

Thttp://www2.informatik.uni-freiburg.de/ cziegler/BX/
Thttps://grouplens.org/datasets/hetrec-2011/
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Table 2. Performance on the AUC and the Accuracy in CTR prediction between the baselines and our model (bold numbers
indicate the best performance of each column).

Model MovieLens-1M Book-Crossing Last.FM
AUC ACC AUC ACC AUC ACC
PER 0.710 (-21.2%)  0.664 (-19%) | 0.623 (-12.3%) 0.588 (-12.4%) | 0.633 (-17%)  0.596 (-16.3%)
CKE 0.801 (-12.1%) 0.742 (-11.2%) | 0.671 (-7.5%)  0.633 (-7.9%) | 0.744 (-59%)  0.673 (-8.6%)
DKN 0.655 (-26.7%) 0.589 (-25.6%) | 0.622 (-12.4%) 0.589 (-12.3%) | 0.602 (-20.1%) 0.581 (-17.8%)
RippleNet 0.920 (-0.2%)  0.842 (-1.2%) | 0.729 (-1.7%)  0.662 (-5.0%) | 0.768 (-3.5%)  0.691 (-6.8%)
libFM 0.892 (-3.0%)  0.812 (-4.2%) | 0.685 (-6.1%)  0.640 (-7.2%) | 0.777 (-2.6%)  0.709 (-5.0%)
Wide&Deep | 0.898 (-2.4%)  0.820 (-3.4%) | 0.712 (-3,4%)  0.624 (-8.8%) | 0.756 (-4.7%)  0.688 (-7.1%)
MKR 0917 (-0.5%)  0.843 (-1.1%) | 0.734 (-1.2%)  0.704 (-0.8%) | 0.797 (-0.6%)  0.752 (-0.7%)
Ours 0.922 0.854 0.746 0.712 0.803 0.759

e PER [52] regards KG as a heterogeneous informa-
tion network and then constructs meta-path-based
features between items. By using the meta-path,
various recommendation strategies can be invented,
providing interpretability as well as improving the
recommendation accuracy. The advantage of this
type of method is that it makes a full and intuitive
use of the KG network structure.

e CKE [9] introduces a structural information (head
and tail entities and the relations between them),
text data (textual description of an entity), image
data (picture information related to the current
entity, such as movie posters or books cover) to
improve the RS quality. The paper describes the
items based on KGE.

e DKN [46] is a recommendation model which
combines KG entity representation with a neural
network. According to the given knowledge map,
the entity and context embedding in the knowledge
map are transformed into the same space of se-
mantic embedding by using a matrix to form a
new multi-channel embedding representation like
pictures. Then, the convolution neural network is
used to generate the feature representation of the
user history records and candidate products.

o RippleNet [47] is a state-of-the-art algorithm that
regards KG as an auxiliary RS information source.
It regards the user’s historical interest as a seed set
in KG, and then iteratively expands the user’s inter-
est along the KG link to discover his/her potential
interest in the candidate item.

e libFM [45] Its full name is Factorization Machine
Library. It is the basic model for the CTR predic-
tion. Its advantage lie in processing discretization
features and simplicity.

o Wide&Deep [1] realizes a unified modelling of the
linear and deep model, which makes the model to
have the advantages of the logistic regression and
deep neural network. That is to say that it has
the capabilities of exploiting the correspondence
available in the historical records and exploring
new feature combinations that have never or rarely

occurred in the past.

e MKR [48] embraces a more innovative idea. It
adopts a multi-task learning framework, and re-
gards RS and KGE learning as two separate but
associated tasks. The algorithm also designs cross
and compression units for recommendation tasks
and KGE learning tasks to learn and transfer the
high-level feature interaction between them auto-
matically.

4.4 Experiments and Performance Study

4.4.1 Comparison with baseline methods: First, we
compare the performance of all models on different
datasets to answer RQI1. The area under the curve
(AUC) and accuracy (ACC) scores (percentage values)
are listed in Table 2. Figure 4 and Figure 5 show the
Top-k recommendation, respectively. Some experimental
observations are given follow.

The PER performance is relatively poor. The reason
may be that PER requires a manually designed meta
path to maintain the necessary semantic information.
However, user-defined meta-paths are challenging to
implement on optimal state. The CKE performance is
moderate. There may be two reasons. First, in our
experiment, there is only structural data, lacking visual
and text data. Second, CKE itself does not utilise the
relationship information between KG entities. DKN’s
performance in movie, book and music recommenda-
tions is not competent (see Table 2). The reason may be
that the product itself can not provide a useful informa-
tion, and the algorithm does not cover the relational KG
representation at all.

RippleNet performes relatively well. The reason may
be that it makes a full use of the KG information.
However, as the number of hops increases, the number of
paths calculated by the model increases sharply, which
leads to the amount of calculations required than other
methods. Also, it is not certain whether the long infer-
ence path is still helpful to the user’s current preference.
libFM is the most favourite solution for the industry. It
considers detailed factors and performs well on dense
datasets (i.e., MovieLens 1M), but it performs moderate
on sparse datasets (i.e., Book-Crossing, LastFM). It



MULTI-OBJECTIVE OPTIMIZATION WITH MULTI-VIEW ATTENTION FOR KNOWLEDGE ... 93

PER CKE DKN —-4-RippleNet LibFM -4-\Wide&Deep --MKR ——M2KR ‘
02 0.05 0.05
60.15 < 0.04 60‘04
£ < 0.03 €00
w 01 @ @
o f © 0.02 © 0.0
o] o : o
& 0.05‘} 1 & 001 T 0.01
o ol ‘
2 5 10 20 50 2 5 10 20 50

K
(a) MovieLens-1M

Figure 4. The results of Precision@K in top-K recommendation.
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Figure 5. The results of Recall @K in top-K recommendation.

requires a lot of manual feature engineering. Although
the model is simple, manual work is a lot more onerous.
Wide&Deep achieves satisfactory performance, proving
the effectiveness of learning low-level and high-level
combined features. However, the input of the wide part
still relies on manual feature engineering. It is a classical
parallel connection mode of the linear model and neural
network. MKR performs best in the baseline (see Table
2 and Figure 4 and 5), proving the effectiveness of
combining the RS loss with the KGE loss. On the
basis of MKR, we make structural adjustments in the
task sharing unit, and KGE task: (1) A multi-view
attention mechanism is proposed to fuse representations
of various tasks. (2) In the KGE task design, we are
more concerned about the multi-head (i.e., many-to-
many) phenomenon according to the dataset conditions.
The AUC/ACC values obtained on the movie and music
datasets are 0.922/0.854 and 0.803/0.759, respectively.
An excellent performance of 0.746/0.712 is obtained on
the book dataset with a more serious sparsity, which
once again illustrates the KG supplementary role to RS.
The performance curve of Precision@K and Recall@K
in Figure 4 and 5 demonstrates that our work make a no-
ticeable improvement. Precision@K and Recall@K are
two evaluation metrics for deciding whether the content
and retrieval conditions are correlated. The recall is the
percentage of items selected from the relevant items in
the repository, and the precision is the percentage of the
items select from the items selected by the query.

Comparison results show that M?RK outperform all
baselines in datasets (answer “yes” to RQ1). Especially
in the datasets with cold-start items (Book-Crossing),

(b) Book-Crossing
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K K
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=]

(c) Last.FM

M?RK has more remarkable superiority. In addition to
M?RK, compared with models that do not include side
information, models that utilize the knowledge graph
(e.g., MKR, RippleNet) also have advantages. This also
demonstrates that the effect of incorporating the KGE
module and that the sparsity problem of cold-start items
can be significantly alleviated (answer “yes” to RQ2).

The model loss function is designed by a key parame-
ter A1 to balance the RS loss and the KGE loss. The loss
coefficient A1 is an important parameter that controls
the score learning capacity. We investigate the impact
of parameters A1 in M2?RK by varying A1 from 0 to
1 while keeping other parameters fixed. As mentioned
before, the KG triplets are used as a side information
combined with the user interaction history to predict
the user’s preference. With the increase of A1, the KG
triplets in the total loss will be larger. As displayed in
Figure 6. As Al increases, the performances of AUC
and ACC firstly show an upward trend and then de-
creases. M2 RK achieves the best performance when A1
is around 0.5 or 0.6. The values of A1 depend on the size
of the interaction dataset and its related KG triplets. This
is because moderate KG tripltes can be used to cope with
the data sparsity and cold start problem, while a too large
capacity of the side information will lead to a brute-
force transfer which can damage model recommendation
performance. Optimal Al is empirically stable across
datasets, indicating that the proposed method is to some
extent robust to Al.

4.4.2 Analysis on training strategies incorporating

the KGE learning: As we mentioned before, there are
two training strategies for the multi-optimization loss:
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Figure 6. Parameter sensitivity of M 2RK on three datasets (a) MovieLens-1M; (b) Book-Crossing; and (c) Last.FM.

alternative training and joint training. The training loss
function formula of alternative learning is provided in
Section 3.2, and the training loss function formula of
joint learning is provided in the Appendix. In order to
answer RQ3, we train the M2RK with the two training
strategies and compare their loss curves.

The loss value is determined which training strategy is
more suitable for our experimental scenario (see Figure
7). The loss value of the two training strategies is
mentioned in each epoch. For the loss value of each
epoch, the average value between mini-batches as the
final result. A comparison shows that the performance
of the alternative training is better than that of the
joint training, and the loss value obtained by alternative
training is smaller than that obtained by joint training.
Compared with the alternative training that is more
smooth in the whole training process, there are apparent
fluctuations in the joint training at the beginning of the
training process. Moreover, the joint training needs more
training time than the alternative training because large
volume of knowledge facts of each item, but the effect
is not ideal. To sum up, the alternative training is more
suitable than the joint training.

057

loss

0.2

10 15 20
epoch

Figure 7. Comparison of the loss curves in the process of the
alternative (orange colour) and joint training (blue colour).

4.4.3 Study of the multi-task learning paradigm effect
on KGE: In order to verify the effectiveness of the
multi-task learning for KGE learning, we visualize the
KGE distribution of some entities in a movie dataset,
learned separately through different mechanisms as
shown in Figure 8, where the dots with different colours
represent movies with different relations. The different
KGE algorithms have a unique ability to summarize the
relevance of facts. The difference between them is that
there are many aspects in their observation angles, and
different angles need different learning methods.

Y
% &
"-'.‘4. e

Gt
RIS

(a) TransH (b) M2RK

Figure 8. Embedding distributions in a movie KG under
differnet learning mechanisms.

In Figure 8(a), the movie embedding is learned by
feeding movie entities into TransH [22]. If two entities
belong to the same relation, they are close in the
vector space. As shown in the sub-figure, the learned
embedding makes many movies with different scenes
converge too much, so it is impossible to distinguish
different types of movies. In Figure 8(b), the entities
in KG are learned by M2RK through MTL. It can
be seen from the sub-figure that using the multi-task
learning helps to model more explicit class boundaries
and improve separation between classes. Such results
are in line with our intuitive understanding. For the
uncommon data, the data density of its local area is low,
and the model can not simulate the boundary of these
low-density areas during a learning process, resulting
in an ambiguity and poor generalization. In contrast,
the interactive RS data can effectively improve the low-
density of the area sample, coupled with more robust
regularization.
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Compared with other KGE algorithms, M2?RK has
two main advantages: (1). It fully considers a common
KG many-to-many situation. (2). When learning the
embedding vector, it merges the embedding vector from
the item view, which means that M2?RK integrates
the actual RS perspective while observing KG. There-
fore, M?RK constrains the learning process through
additional tasks, which makes the structure learning
of the data space more complete and the extracted
information more comprehensive. Compared with the
imbalance of the semantic information brought by other
methods, M2RK effectively reduces the dependence of
the network on high-level semantic features and overfits
the tail data. The learned feature representation is more
robust and easy to generalize (answer “yes” to RQ4).

5 CONCLUSION

The paper studies a multi-task learning method to solve
RS and KGE simultaneously. To this end, we propose
a novel multi-task learning scheme that uses a common
sense in related fields and invents a multi-view atten-
tion learned from various perspectives, which enables
these tasks to interact with each other and learn more
comprehensive representations from the item view and
knowledge view. Based on component studies, we also
investigate the significance of learning knowledge em-
beddings and the impact of different training strategies.
We conduct extensive experiments on three datasets, and
the results justify the superiority of M2RK over the
state-of-the-art models.

The proposed method tries to solve the cold-start
problems for new users. Due to the more knowledge
facts of products, it also uses information from multiple
fields to supplement the user information, which makes
the expression of user interest more accurate. For further
work, we plan (1) to further investigate the methods
of expressing item-entity interactions; (2) and design
more effective network architecture to explore the users’
potential interests and to improve the performance.

APPENDIX

In the process of optimizing loss L, there are two
training strategies for the multi-task learning: alternative
and joint training. For the alternative training, it is
already given in the Section 3.2. For the joint training,
we have:

Ejoint = -

>

(u,0)€Y

(Zuhiw | ZHh +r—tl||)

(h,r,t)eG(v) (Rt )G (v)
+ Ao 0 HQ

{ [yuv IOgyuv + (1 - yu'u) log(l - guv)] [9]

}
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where || 6 H; is the control term to prevent over-fitting,
and \; and \; are control parameters. G(v) is a subgraph
which contains all related triplets to item v.
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