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Abstract. The paper presents different combinations of queniethods and their impact on the VolP trafficagel
within the network. In our experiment we combinédet of the most useful queuing methods where wegsu
gether priority queuing (PQ) with class-based wwdhfair queuing (CBWFQ), custom queuing (CQ) with
CBWFQ and weighted fair queuing (WFQ) with CBWFQ. Ehghrid method is compared with the basic method.
For example, the PQ-CBWFQ method is compared withptigrity queuing method, and so on. All the hybrid
queuing disciplines are tested using an OPNET Mawdgmulation tool. Our intention is to show thader, how
gueuing combinations affect VolP traffic qualitgpecially, with regard to Ethernet delay and jittésing results

of our research-based simulations, we prove use$slof our combination concept for Ethernet delegrehsing.
Ethernet delay was rapidly decreased by using tRQWBWFQ queuing combination. Though such combination
(WFQ-CBWFQ) most strongly affects the jitter delapdait is still within the set limits. Using the grosed
gueuing combination, it is possible to minimize Etbernet delay for IP-based time-sensitive appboa, includ-
ing VolP.
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Vpliv hibridnih na ¢inov uvrS¢anja na zakasnitev prometa VolP

Povzetek. V clanku predstavijamo razie kombinacije nologies including Frame Relay, asynchronous teansf
mehanizmov uvi&nja prometa IP ¥akalne vrste ter vpliv mode (ATM), ethernet and 802.1 networks, SONET and
kombiniranih hibridnih metod na zakasnitve prom®®@lP  |p_routed networks. In particular, QoS featuresvigte
znotraj oztene strukture omrezja. Predstavljeni so kombinirag o ttar and more predictable netV\,/ork service by sttpp

ni naini uvr&anja, kjer smo zdruZili prioritetno uwdnje . . . . . o
(PQ) z uteZnim pravnim uvr&anjem na podiagi razredov ing dedicated bandwidth, improving loss charactiess

(CBWFQ), navadno uvignje (CQ) s CBWFQ ter utezno avoiding anq managing network cc_)ng(_astion, shaping
pravicno uvr&anje (WFQ) z ndnom CBWFQ. Za vsako Network traffic, and setting traffic priorities ass the
hibridno metodo smo izvedli primerjavo z osnovniatinom hetwork. Avoiding and managing network congestion
uvr&anja, na primer: kombiniran #a uvr&anja PQ- and shaping network traffic are provided by usiifg d
CBWFQ smo primerjali s PQ in kasneje Se z vsemi dnugi ferent queuing disciplines, which are a basic pa@oS
uporabljenimi mehanizmi uwanja v cakalne vrste. Vse assurance. All well-known queuing disciplines have
rezime, ki j.ih opisujemo ¥lanku, smo preizkusili v simulacij- poth advantages and disadvantages. Our main goal in
skem orodju OPNET Modeler. these simulations is oriented towards improving the
networks performances in terms of VolP end-to-end
delay, Ethernet delay, and jitter. This also repnésthe
basic idea for creating research procedures indtga.
We use only standard queuing methods as used in the
network equipment (routers), well-known under thg,C
PQ, WFQ, and CBWFQ abbreviations. In order to prove
The demand for quality internet service (QoS) imow hybrid combinations of specific methods affét
wired networks has grown rapidly over recent year¥olP traffic delay within the network, we creatdths-
especially within the networks of larger comparaesl  lations where hybrid queuing disciplines are coragar
organizations. QoS refers to the ability of a netwo with basic queuing schemes (PQ-CBWFQ with PQ),
(wired and wireless [19]) to provide better service etc. Our goal was oriented towards exploring hoshea
selected network traffic over various underlyinghte of the queuing combinations affect the VolP delathw
in the network.
The most commonly used queuing disciplines and thei
Received 2 September 2008 combinations are described in the third and foseb-
Accepted 25 January 2009 tions. The fifth section provides a descriptiorad®.729

Klju éne besede:hibridne metode, rni uvranja, VolP,
zakasnitev, oZeno omrezje

1 Introduction
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voice encoder, and the sixth section presents tRe Owidth should be provided for transferring data otite
NET Modeler simulation tool which is used for meegti output link. Then, the algorithm arranges messages
our expectations. The seventh section gives a igescrone of seventeen available queues, where the queue
tion of a wired simulated network structure thehtiig with index 0 is intended for storing system message
section presents the simulation results, and timthni such as keepalive messages and many other sigsal me
section gives a short conclusion and directionsfdor sages. The queue-empty procedure executes the prin-
ther research in this area. Our main idea is cdedec ciple of the weighted size, obtained from the piies,
with simulations in the OPNET Modeler because suclhich means that a message with a higher priogty/d
simulations can be useful for potential internedvii- greater weighted comparison than a message with a
ers. They can find proper settings for their own- nelower priority amount. The router manages the wgiti
works. Those obtained from simulations can be wsed queues from index one to index 16 in a round-robin
their real network equipment. Queuing combinatiares manner, where each empty cycle represents a byte co
the basic part of providing QoS in networks. Regdinter. It carries-out orders in the sense that ndiegtpn
this paper, internet providers can identify a propecan reach more than the predefined level of banthvid
gueuing mechanism which reduces VolP traffic delay. in case of large traffic being presented in thevoeik.
o CQ is statically configured as for many other mecha
2 Problem definition isms, such as Priority Queuing-PQ (described below)
The main problem is of how to improve time-etc. This is the reason why CQ is incapable of maté
sensitive application qualities. The basic elemfamt cally accommodating to any dynamic changes in the
quality assurance is the QoS system, which alsersov network [2, 3, and 4].
the queuing area. As each queue represents a bufferPriority queuing (PQ)Priority queuing [2] provides
where traffic is temporarily stored, it affectsflimde- undisturbed high-priority traffic to travel throughe
lay. Time-sensitive application traffic must trawgldis- network with smaller delays in comparison to the-lo
turbed through the network and its elements (reuterpriority traffic. PQ uses four different queues hwilif-
switches, etc.). When traffic goes through a nekworferent priority levels. The queue with the lowesgree
element it also goes through queuing mechanisms. Ae marked with ‘low’, then follows ‘usual’, ‘middlge
such traffic, PQ and CBWFQ mechanisms are especiand ‘high’. Incoming packets are arranged into ohe
ly appropriate. The question is whether there is the four queues regarding the applied priority leme
queuing combination which would give better resultshe Type of Service (ToS) [11] byte which is pdrtie
for time-sensitive applications compared to botbvas IP packet header. Unclassified packets are assigbed
mentioned methods? This is also, where the mainsfocthe queue with a ‘usual’ annotation. The main prgpe
of our researches. Each queuing scheme has both gad the high priority queues is the absolute prenede
and bad properties where, using different queubg-c trail between the transfer processes in compangtn
binations and combining good properties, we try t@ow-priority queues. PQ is statically configured 21.
reach a level appropriate for time-sensitive appians, Weighted fair queuing (WFQ):Weighted fair
such as the VolP application used in our case.dy-c queuing [12] is the best solution in situations vehee
bining them, we tend to reduce the Ethernet trafftay want to provide a constant response time and keep d
for VolP application. lays within a specified range, without assigningean
: ieminli cessive bandwidth. WFQ is an algorithm/mechanism
3 Queuing disciplines which introduces bit-wise fairness and allows facte
Custom queuing (CQ)The custom queuing task is queue to be treated fairly. The fairness is pravidg a
linked to bandwidth sharing between active applicet mechanism which counts bytes (Fig. 1).

within a network, respectively between the organizs

tions. In such circumstances the bandwidth must be ey Queue 1 - wra
proportionally divided between applications and -end " e L L L ™ &
users, in the sense that congestion cannot appbar. et = ; u""gkp'
CQ mechanism [2, 10] provides a satisfactory band- e _— —|

width at a congested point and, at the same time, p

tects specific traffic with constant bandwidth amtsy Figure 1. Weighted fair queuing discipline (WFQ).

whilst meanwhile the remaining bandwidth CQ is lefS!ikal. Utezno praino uvrganje.

for other active data traffic within the networkeaffic As the simplest example, we can observe two queues
is managed by assigning weight amounts, respegtivadf the same length. The first one contains 100 @isck

to places in the queue for each class of packeti€CQand the second only 50. In this case the WFQ waitkw
composed of 17 queues numbered from 0 to 16 [10]. In the following manner; firstly it will take twoazkets

this case we have 17 waiting queues — classes & mfrom the first queue, then one packet from the sdco
which are mutually equivalent. Each waiting queugueue and keep repeating this until fairness igesed.

class has an annotation which tells us how muchl-ban
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Such an algorithm creates service fairness for @ach class and installs a video session into that claks.
ticipating queue. Low-level priority traffic cansal tra- same principle can be used for all other applicatio
vel undisturbed through the network, which is a d@yjoowhich need specific amounts of the bandwidth. Such
compromise for each traffic flow within the network classes are served by a flow-based WFQ algorithm
WFQ is capable of configuring cost minimization,- bewhich allocates the remaining bandwidth to otheivac
cause it can automatically adjust to any dynamie neapplications within the network [5].

work traffic changes. Because of its good qualities ; ; il

used on the majority of serial interfaces configufer 4 Hybrid queuing disciplines
E1 operation at speeds of 2048 Mbps. Weightinglsn Combination of PQ-CBWFQ queuing discipline:
defined in this case, using the IP priority amounthe Priority queuing/Class-based Weighted Fair Queuing
ToS field [11] of the IP packet header. For IP prjo (PQ-CBWFQ) is a queuing scheme that adds strict
settings, the range from O (best effort) to 6 (lRldy priority queuing to CBWFQ. Strict-priority queuing
speech) is in use, whilst the setting 7 is reserddm: allows for delay-sensitive data, such as voichdasent
algorithm then uses data from the ToS field todale first, before packets in other queues are de-quélidd
how many additional services need to be provided fecheme gives delay-sensitive data preferentiairivesat
each individual queue. The calculated results deffire  over other traffic. PQ-CBWFQ belongs to the queuing
bandwidth amount needed for a specific case. WF@ethod group that offers smaller delays. Such aqugeui
must reserve only the calculated amount of the bandllows, for specific flow classes, defined usingpifiori-
width, the other part is left to other applicatioBsich a ties, to be served within a strict priority que&&y( 2).

principle is opposite to the time-division multipieg Pa cawra
(TDM) mechanism [13], which permanently reservés al . e oap

available bandwidths [4, 5]. WFQ reserves only as mcomng L | Mechanism Vo Goss il Link _
much bandwidth as a specific application needs. we—) } _._. ‘g m)\ oy
Class-based weighted fair queuing (CBWFQ) N s TN e/

CBWEFQ represents the newest scheduling mechanigm  cussieaten —tetg Classifcation
intended for handling congestions while providingFigure 2. PQ-CBWFQ combination.

greater flexibility [5]. It is usable in situationghere we Slika 2. Hibridna metoda uwénja PQ-CBWFQ
want to provide a proper amount of the bandwidtla to
specific application (in our case VolP applicatiof) riority classes, compared to other ordinary quguin
these cases, the network administrator must prov@%hemes [5]. '

classes with defined bandwidth amounts, where dne 8.ch a combination can be found in Cisco’s routélis

the classgs IS, f_or _example, intended for a V'de%'ther combinations presented below (CQ-CBWFQ and
conferencing application, another for VolP applwaf WFQ-CBWFQ) are not implemented in real routers, and
and so on. Instead of waiting-queue assuranceach just reflect our ideas, tested in the OPNET simmli;at
individual traffic flow, CBWFQ determines different tool. '

traffic flows. A minimal bandwidth is ass_ure_zd fomah Combination of CQ-CBWFQ queuing discipline:
of such classes. One case where the majority dblte  ¢,,qtom queuing shares the available bandwidth be-
er-priority multiple-traffic flow can override thaigh- tween active network applications in the sense ¢hat
est-priority traffic flow is video transmission vdti gestion cannot appear. This is the main reason wey
needs half of the T1-connection bandwidth [7]. Alisu ) biood these two queuing schemes. In CQ, trisffic
cient IinI_< bandwidth would be assure_d using the WF anaged by assigning weighted amounts a’nd is ar-
mechanism, but only when two traffic data flows ar?anged into 17 queues. A CBWFQ packet-classificatio

present. In a case Whe_re more than two traf_ﬁc SﬂOWmechanism, attached behind the custom queuing me-
appear, the video session suffers the regardingl-ba

; ; thanism arranges traffic into traffic classes dediby a
width, b_ecgulse f?e WFQ mlech?m_sm W((j):jkts Onhffrt'e falfjass-based weighted fair queuing algorithm. Such
NESS principie. ~or example, It nine additionalltita  ¢|a5seg are then ensured by fixed amounts of thd-ba
flows make demands of the same bandwidth, the V'd%dth All the advantages of the CBWFQ are retained
session will get only 1/10th of the whole bandwjdthd Using this method, we reduce delays within the petw
this is insufficient when using a WFQ mechanismeev | o is the case \’Nith the ordinary CQ scheme

if we put an IP priority level of 5 into the ToSld [11] Combination of WFQ-CBWFQ queuing discipline:

of the IP packet header, the circumstances woutd n\WFQ is suitable for operating with IP priority segs,

change. In this case, the video conference woulg 0Ny \ch as the resource reservation
. o protocol (RSV¥H)) [1
get 6/15 of the bandwidth, and this is not enough bwhich is also capable of managing round-trip delay

cause the mechanism must provide half of all theglav problems. Such queuing clearly improves algorithms

able bandwidth on the T1 link. This can be provitlgd ¢ .1, a5 SNA (Systems Network Architecture) - Cisco

using the CBWFQ mechanism. The network adminis?r%NA (CSNA) which is an application that providepsu

tor just defines, for example, the video-conferagci port for SNA protocols to the IBM mainframe. Usiag

The highest-priority class is served before alleoth
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Cisco 7000, 7200, or a 7500 Series router with anch 6 Experiment description

nel Interface Processor (CIP) or Channel Port Aetapt ) o

(CPA) and Cisco SNA (CSNA) support enabled, we can The ex_penmt_—antal part was tested within the OPNET
connect two mainframes (either locally or remotely)Modeler simulation tool [6, 17] where a networkustr
connect a mainframe to a physical unit (PU) 2.@dr ture was modeled, which is a copy of a private camyp
device, or connect a mainframe to a front-end pssce _network. As the company that realized it had Volialg
(FEP) in another Virtual Telecommunications Accesdy Problems, a study and a model were made foh suc
Method (VTAM) domain [16], logical link control netW(_)rk (links, equment, applications, etc.)._féhént
(LCC) [14], and transmission control protocol (TCP)dueuing mechanisms and the proposed hybrid concepts
WFQ-CBWFQ is, at the same time, capable of accel¥re tested within a simulated network (Fig. 3).

rating slow features and removing congestion withsn Fig. 3 represents a fictitious network composed for
network (merged good properties of both queuin{%@v!ng advantages and disadvantages of the prdpose
schemes). Results become more predictable over thérid queuing methods. Our main goal in these Eimu
whole routing path, meanwhile Ethernet delays can Bions is oriented towards improving the network-per
greatly decreased (see the simulation results csgcti formances with regard to the VolP end-to-end delay,
compared to other queuing disciplines (CQ, PQ, WFQIFthernet delay, and jitter. We try to use different
The WFQ and CBWFQ queuing combination cafluéuing schemes and to find the most appropria¢e on
represent the best solution (merged good propertil¥ VoIP traffic (smallest delay).

from both methods) for reducing the Ethernet delay. VOIP traffic flows were fully meshed between diet
This assumption can be proved within the seventh sedf0ups containing VolP users (‘3VolP’, ‘2VolP’,

tion, where delays within the network are greagy r °VoIP’, ‘VolP" and ‘Misc’). The network structure
duced compared to all other queuing schemes. consists of servers, such as Web Server, FTP server

. etc., which are connected over a 10BaseT connection
5 Used voice encoder through a 16 port switch on IP Cloud, as showrhat t

The G.729 speech coder is an 8 kbps Conjugati@P of Fig. 3. Four local-area segments (LANs) @s-
Structure Algebraic-Code-Excited Linear Predictiofécted to the routers where different kinds of siser
(CS-ACELP) speech compression algorithm approveY0!P, Web users) are placed. Each Cisco routeoris
by ITU-T. G.729. It offers high quality, robust smh nected by a 16 port switch, where it is then cotetwet
performance at the cost of higher complexity. ¢fuiees @n IP cloud. Users use different application cesuch
10 ms input frames and generates frames of 80irbits @S VOIP, Web, and FTP.
length. Within the G.729 coder the processing sgna

: » [ APPL_| =]
are 10 ms frames with an additional 5 ms look-ahead | == =
The total delay introduced by the algorithm is 15ms | ‘S =] FiPServer Datiten
Since G.729 is based on the Code-Excited Linear|eelications ._ ; Qo Parameters

Prediction (CELP) model, each produced 80 bit frame
contains linear prediction coefficients, excitatioade

book indices, and gains parameters that are usedeby
decoder in order to reproduce speech. The inpytbut
of this algorithm is a 16 bit / 8 kbps linear PCMd&

CentralSwitch

WestRouter

EastRouter

stream that is converted from/to a compressed data HE= & H HEEm HEH
stream [7].
VolIP and UDP short introductiormost data travel- EmE o BEE SES

ling over the Internet uses the Transmission Coéntrg

WoIP

SWoIP

DifferentUse

IS 3VoIP

Protocol (TCP) [2] for the transport layer becaiise gllgkurzs.si\lelt(\;vork S.'mli.'at'on structure.
guarantees data delivery and integrity. VolP [18¢sl @ <. Sliukdura simufiranega omrezja.
not need the kind of delivery guarantee which T@&# p Web and FTP applications are applied only for
vides, so most VolP transmissions use the faster Usreating low-priority traffic flows. Such applicatis are
Datagram Protocol (UDP) [2] as the transport layedefined using the ‘Applications’ node shown at tbp-
VolIP uses UDP as the transport layer. The UDP proteight side of Fig. 3. Using the ‘Profiles’ node ¢ies
col only provides a direct method of sending ambie  the applications node), client profiles are definedthe
ing data over an IP network, and offers very fewoer task what the User Equipment (UE) should do, orcihi
recovery services. UDP has no mechanisms in place WE application could be used. In IP, QoS node (QoS
notify the application of any loss in transmissighilst parameters) defines the traffic policy for the ratw
delivering packets of data; it also sends datadered Within each router there are traffic classes caméd
with no guarantees of the data being presentedhén tfor the CBWFQ queuing method where specific traffic
receiving application. flows (VolP flow, Video session flow, Web browsing
flow, etc.) are placed. Each router has three itraff
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classes, where the first-one, with 9Mbit/s, belongs delay, (3) Ethernet delay for weighted fair queuing
VolP traffic, whereas the second and the third-bee (WFQ) method, (4) CQ-CBWFQ combination, (5) PQ-
long to low-priority FTP and HTTP traffic flows de- CBWFQ, and (6) Ethernet delay for WFQ-CBWFQ
fined by 512 kbit/s bandwidths for each class.

Tablel. Number of users and defined classes fawidhhl

active application within the network

Application Users Class Bandwidth
VolP 10 1 9 Mbit/s

FTP 490 2 512 kbit/s
Web 10 3 512 kbit/s

7 Simulation results

Simulation resuts were collected after each sueces
ve simulation run for both the ordinary and hybri

gueuing methods described above.

The obtained results even in a graphical form tfear

delay and Jitter. The impact is obvious in casesreh
each queuing combination is compared with a bas

gueuing scheme (PQ with PQ-CBWFQ).
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Figure 4. Ethernet delay for ordinary queuing mdtho
Slika 4. Ethernet zakasnitev ¢hjnih metod uvr&nija.
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Figure 5. Ethernet delay for hybrid queuing methods
Slika 5. Ethernet zakasnitev hibridnih metod darga.

In Fig. 4 can we see the Ethernet delay for alluing
schemes, where (1) presents the Ethernet delagufor

hybrid queuing method:ig. 6 shows Voice jitter for all
qgueuing schemes where (1) presents custom queuing
(CQ) jitter delay, (2) priority queuing (PQ), (3)
weighted fair queuing (WFQ), (4) CQ-CBWFQ, (5) PQ-
CBWFQ, and (6) voice jitter delay for WFQ-CBWFQ
hybrid queuing method.

8 Discussion

Comparing a specific hybrid queuing method (Fig.

) with a specific ordinary queuing method (example

1)-CQ with (4)-CQ-CBWFQ) we can see Ethernet de-
lay reduction in the CQ-CBWFQ case. The same & tru
for a comparison between (2)-PQ and (5)-PQ-CBWFQ,
ghd also between (3)-WFQ and (6)-WFQ-CBWFQ

ueuing methods. WFQ-CBWFQ is obviously the best

mbination for reducing the average Ethernet delay

within the network. Besides its advantages, thadlis
vantages of the method is the jitter issue. The bes
sults are obtained with the PQ-CBWFQ queuing discip
line (Fig. 6). Results of none of other combinasica-
tisfy our expectations for VolP and other time-seves
internet applications.
PQ-CBWFQ, which is usually known as LLQ (low la-
tency queue provides a strict priority queue foicgo
traffic and a weighted fair queue for any otheffita
class. As we see in Fig. 5, the PQ-CBWFQ combinatio
works fine for strict-priority traffic flows suchsa for
example, VoIP (tested in our case), video conféngnc
video on demand, etc. High-priority traffic has, the
case of PQ-CBWFQ, the smallest delay, which is com-
parable with the WFQ queuing scheme.
Fig. 6 presents voice jitter for all queuing scherttey-
brid and ordinary). Jitter is a variation or disdtion in
the pulses of a digital transmission. The usualseau
include connection timeouts, connection time latza
traffic congestion, and interference. Jitter isugnlesir-
able manner when we transfer high-priority datahsu
as real-time traffic, VolIP traffic, etc.
To understand jitter [8, 9], we must remember tfat,
example, an audio file (either audio, video, pietuor
text) consists of proper sizes which are then tetie
output link. The data is split-up into manageable
'‘packets’ with headers and footers that indicagectir-
rect order of the data packets when they traveltso
destination, where they are then organized int@ro
sequences. When a jitter occurs, some data packsts
be lost in transit or the code for data packetrabbein
the receiving machine may be wiped out. But this is
important only for UDP packets, which VolP certginl
is. This isn’t true for TCP packets because, indhse
of loss, the TCP packet system requires retranfmiss
In our case, UDP transmission protocol was usedsTh
when jitters occur, voice packets can be corruptitir

tom queuing (CQ), (2) priority queuing (PQ) Ethérnejs egpecially important when real-time applicati@me
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