Gaussianization of image patches for efficient palmprint recognition
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Abstract. In this paper we present a comparison of the two dominant image preprocessing techniques for palmprint recognition, namely, histogram equalization and mean-variance normalization. We show that both techniques pursue a similar goal and that the difference in recognition efficiency stems from the fact that not all assumptions underlying the mean-variance normalization approach are always met. We present an alternative justification of why histogram equalization ensures enhanced verification performance, and, based on the findings, propose two novel preprocessing techniques: gaussianization of the palmprint images and gaussianization of image patches. We present comparative results obtained on the PolyU database and show that the patch-based normalization technique ensures state-of-the-art recognition results with a simple feature extraction method and the nearest neighbor classifier.
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1 Introduction

Biometric recognition systems represent an emerging technology which holds the potential of substituting (or at least complementing) the classical token- and knowledge-based security schemes. Many such systems exploiting biometric traits such as fingerprints, the face, the iris, the voice, palmprints, etc. have already been presented in the literature. While each of these biometric characteristics has its own strengths and weaknesses, palmprints have an advantage over other modalities, as recognition systems based on palmprint images are considered both user-friendly as well as sufficiently accurate [1].

Palmprint recognition systems have received a great deal of attention from the scientific community in recent years. However, most of the research is focused on the recognition step (i.e., the feature extraction and matching-and-decision procedures) rather than on preprocessing (i.e., enhancement) of palmprint images, which has, without a doubt, a great impact on the final verification performance. Up until the present, two techniques have commonly been employed for the enhancement of palmprints: histogram equalization (HQ) and the transformation of the pixel intensity distribution to a specific mean and variance (MV) [1]. While the employment of HQ is usually justified with its contrast enhancing property, MV is used with the goal of transforming the pixel intensity distribution of a specific palmprint to a common distribution and, hence, making it easier to recognize...
palmprints of different classes.

In this paper we will show that both HQ as well as MV pursue the same goal and that the difference in the verification performance stems from the fact that not all assumptions underlying the MV technique are met in the task of palmprint recognition. We present an alternative justification of why histogram equalization ensures enhanced verification performance and, based on the findings, propose two novel preprocessing techniques, namely, Gaussianization (GS) of palmprints and Gaussianization of image patches (GP). Both techniques were successfully evaluated on the PolyU database.

2 Global preprocessing

Consider a palmprint ROI $I(x, y)$ of the size $a \times b$ pixels. The goal of preprocessing (or image enhancement) techniques in palmprint verification systems is to transform the pixels (or their distributions) in $I(x, y)$ in such a way as to enhance the similarity of palmprints belonging to the same class, i.e., person, while simultaneously decreasing the similarity of palmprints belonging to different classes.

2.1 Zero-mean and unit-variance normalization

Zero-mean and unit-variance (ZMUV) normalization is a specific case of MV normalization where the target mean and variance correspond to the values of 0 and 1, respectively. Without the loss of generality we can focus our reasoning to ZMUV normalization rather than MV, as the choice of the values 0 and 1 is as valid as any other.

To normalize a palmprint ROI to ZMUV, each pixel intensity value in $I(x, y)$ is transformed in accordance with the following expression:

$$I^*(x, y) = \frac{I(x, y) - \mu}{\sigma}, \quad (1)$$

where $I^*(x, y)$ stands for the normalized image and $\mu$ and $\sigma$ denote the mean value and standard deviation of the pixels in $I(x, y)$, respectively.

From the above equation it is clear that ZMUV normalization performs a linear transform to a common, predefined mean and variance. By doing so, it ensures a similar intensity range of the palmprint-pixels of different images and compensates for possible illumination changes present during the image acquisition stage. An example of the deployment of ZMUV normalization on the histogram of a sample palmprint image is shown in Fig. 1.

![Figure 1. Initial histogram (left), the histogram after ZMUV processing (right)](image_url)

The normalization technique is often used in the field of face recognition, where illumination variations represent one of the biggest problems; however, its use in palmprint recognition systems has (to the best of our knowledge) not been theoretically justified, since illumination changes during the acquisition stage do not represent a significant obstacle for palmprint recognition systems and, therefore, scaling the pixel intensities to a similar range does not justify its deployment. The most obvious explanation for its deployment is a common distribution to which the palmprint images are mapped to. This distribution then serves as a common ground to compare different palmprints.

Unfortunately, this justification implies that the initial distributions of the pixel intensities are identical for all palmprint images (regardless of the identity they correspond to) and furthermore that these distributions are symmetric*. If the images deviated from the presented assumptions, the normalization procedure would have no beneficial effect on the recognition rates. A similar finding can also be made for the case where the initial distribution of the pixel intensities for different palmprint images is very similar. In such situations the normalization procedure would perform a scaling operation with similar estimates of $\mu$ and $\sigma$ on all palmprint images and again having only a minimal or no effect at all on the recognition performance. To effectively improve the performance with a normalization technique, the entire distribution of the images should be rendered to a common one (not just its parameters), as it is done with the procedures presented in the remainder of this section.

2.2 Histogram equalization

Histogram equalization (HQ) tries to improve the palmprint ROIs contrast by transforming the distribution of the pixel intensity values in $I(x, y)$ into a common, uniform distribution. The main difference between ZMUV and HQ lies in the fact that ZMUV presumes a certain shape of the initial distribution of the pixel intensities and tries to adjust the mean and variance, while HQ performs a remapping of the pixel intensity values to render the whole distribution of $I(x, y)$ and not just the mean and variance.

In practice, HQ is implemented via the rank transform, in which each pixel value in the $N = ab$ dimensional im-
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*Note that if the distribution of the pixel intensities is not symmetric, $\mu$ and $\sigma$ in (1) represent poor estimates of the first and second order statistical moments and the resulting distribution is not the same for all images - especially if the pixel intensity distribution varies in shape from image to image.
age \( I(x, y) \) is replaced with the index (or rank) \( R \) to which
the pixel intensity would correspond if the pixels intensities
were ordered in an ascending manner. For example,
the most negative pixel value is assigned a ranking of 1,
while the most positive value is assigned a ranking of \( N \).
The result is then simply rescaled to the 8-bit interval. An
example of the deployment of histogram equalized and
its effect on the histogram is shown in the second row
of Fig. 2, where the first row corresponds to the original,
unprocessed palm-print image and its histogram.

While the use of HQ as a preprocessing technique for
palmprint verification systems is commonly justified by
its contrast enhancing property, there is another aspect to
it as well. We argue that the main reason that HQ im-
proves the verification performance of a palmprint recog-
nition system is the common distribution that the pixel in-

tsensities of the palmprint ROIs are mapped to. By remap-
ing the pixel intensities to an uniform distribution, local
characteristics potentially intrinsic to a specific palmprint
class are revealed and, hence, the discriminative informa-
tion in the images is enhanced. However, these character-
istics are not necessarily linked to the image contrast. To
examine this assumption, we propose to map a nonuni-
form distribution to the palmprint ROIs, as will be done
in the next section.

2.3 Gaussianization

Let us again focus on the ZMUV normalization technique
presented in Section 2.1. We can generalize this technique
to a histogram remapping approach, where the whole dis-
btribution of the palmprint ROIs is rendered to the normal
distribution with zero-mean and unit-variance. Such an
approach is insensitive to the initial distribution of the
pixel values in the palmprint ROIs and works without any
prior assumptions.

When mapping a target distribution to an image, the
first step is rank normalization (as described in the pre-
vious section). Once the rank \( R \) of each image pixel is
determined, the general mapping function to match the
target distribution \( f(x) \) may be calculated from [2]:

\[
\frac{N - R + 0.5}{N} = \frac{1}{\mu} \int_{-\infty}^{t} f(x) dx, \tag{2}
\]

where \( N \) denotes the number of pixels in \( I(x, y) \) and the
goal is to find \( t \) via the inverse of the cumulative distri-
ution function, \( CDF = \int_{x=-\infty}^{t} f(x) dx \). Obviously, \( f(x) \)
represents the probability density function for the normal
distribution with \( \mu = 0 \) and \( \sigma = 1 \). An example of the
deployment of the presented gaussianization procedure is
shown in the third row of Fig. 2. Here the image in the
upper row depicts the transformed image, while the image
in the lower row shows its corresponding histogram.

3 Local preprocessing

Considering our assumption that a common distribution
can help the verification task by emphasizing local char-
acteristics of the palmprints, we can apply the same rea-
soning to smaller image patches. As long as these patches
are not too small, mapping a common distribution to
these subimages should further enhance the performance
of palmprint verification systems. It is clear that if the im-
age patches correspond to a predefined distribution, i.e.,
the pixels intensities of each patch are drawn from the
predefined distribution, the global distribution also corre-
sponds to the predefined distribution.
3.1 Gaussianization of image patches

Following the procedure presented in Section 2.3, we propose to map the Gaussian distribution with zero-mean and unit-variance to image patches of the palmprints. Considering the size of the palmprint ROIs to be 100 × 100 pixels as used in our experiments, we apply the GP technique to image patches of 50 × 50 pixels, while drawing the image patches with a 50% overlap in the horizontal and vertical directions from the images. After the normalization we combine the patches using a weighting window to ensure that there are no sharp transitions between the patches. Of course, this process affects the global distribution; however, its impact is minimal. Performing local histogram remapping without patch overlapping would induce distortions at patch borders and would limit the choice of the feature extractor. An example of the deployment of image patch gaussianization together with the corresponding histogram is presented in the fourth row of Fig. 2.

4 Experiments and results

In this section, we present comparative palmprint-verification experiments using the preprocessing techniques introduced in the previous sections, namely, histogram equalization (HQ), zero-mean and unit-variance (ZMUV) normalization, gaussianization (GS) of the pixel intensity distribution and the local preprocessing technique which performs gaussianization on patches (GP) of the palmprint image. As a reference we also provide results obtained in verification experiments with unprocessed (UP) palmprint images.

4.1 PolyU database

To assess the performance of the preprocessing techniques for palmprint verification, we make use of the publicly available PolyU palmprint database [3]. The database was recorded at the Hong Kong Polytechnic University and contains 7752 grey-scale images that correspond to 386 subjects. Each subject in the database is accounted for with approximately 20 palmprints, the exact number, however, varies from case to case.

To extract the region-of-interest (ROI), i.e., the palmprint region, from the images contained in the database, we employed the segmentation procedure proposed by Zhang et al. in [4]. The procedure, which is shown in Fig. 3, is tailored to the image characteristics induced by the recording setup and comprises the following steps: (i) the conversion of the original grey-scale palmprint image (Fig. 3a) into its binary form (Fig. 3b), (ii) the extraction of the hand region contour from the binary image (Fig. 3c), (iii) the detection of the reference points between the little and ring fingers and the middle and index fingers, followed by a subsequent alignment (i.e., rotation) of the image based on these points (Fig. 3d), and (iv) the final extraction of the palmprint ROI (Fig. 3e).

The segmented palmprint ROI is rescaled to a standard size of 100 × 100 pixels and forms the foundation for the assessment of the preprocessing techniques.

To measure the efficiency of the tested preprocessing techniques, we use the three standard error rates commonly employed for assessing the performance of biometric verification systems, i.e., the false rejection error rate (FRR) defined as the frequency with which a client (authorized user) is falsely rejected, the false acceptance error rate (FAR) defined as the frequency with which an impostor (unauthorized user) is falsely accepted and the half total error rate (HTER) defined as the mean of the FAR and FRR. As both, the FAR as well as the FRR depend on the value of the decision threshold \( t \) (selecting a value of \( t \) which ensures a small FAR results in an increase of the FRR and vice versa), an operating point is usually chosen to ensure predefined values of the FAR and FRR. In our experiments we selected the equal error operating point, where the FAR equals the FRR.

In addition to the presented error rates, we also provide graphical results in the form of receiver operating characteristic (ROC) curves, which plot the FAR against the FRR at various decision thresholds, and the expected performance curves (EPC) [5], which plot the HTER against the parameter \( \alpha \), which controls the relative importance of the two error rates in the expression: \( \alpha \cdot \text{FAR} + (1 - \alpha) \cdot \text{FRR} \). To produce the EPC curves, an evaluation image set and a test image set are required. For each \( \alpha \) a decision threshold \( t \) is computed on the evaluation image set which minimizes the weighted sum of the FAR and FRR; this threshold is then used on the test images to determine the value of the HTER employed for constructing the EPCs.
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4.2 Experiments

For the experiments presented in the remainder of this section, the PolyU database was partitioned into two groups in the ratio of approximately 6:4 (in terms of subjects). The first group was considered as the client group and the second as the impostor group. Images from these two groups were then assigned to image sets used for training, evaluation and testing. The training images (three per subject) were employed for constructing the principal component (PCA) transformation matrix and building the client templates, i.e., the mean of the feature vectors corresponding to the training images of a given client; the evaluation images were used for determining the decision threshold $t$, which was then employed in the final performance assessment on the test image set. The presented experimental protocol, which is presented in more detail in [6], resulted in 690 genuine and 279910 impostor verification attempts during the evaluation stage and 3230 genuine and 442750 impostor verification attempts during the test stage. As already indicated above, PCA was used for the feature extraction in our experiments and the nearest neighbor classifier in conjunction with the cosine similarity measure was employed for the matching score calculation. The length of the feature vectors was set to its maximum value. For the experiments we used a HP desktop computer (HP Desktop dc7600 Convertible) with an Intel Pentium 3.2GHz duo-core processor running Windows XP. All techniques were implemented with Matlab R2007b.

In our first series of verification experiments we compared the performance of the global preprocessing techniques HQ, GS and ZMUV to that of unprocessed palmprints (UP). At this stage only images from the evaluation image set were used. From Fig. 4 (left), where the results of the experiments are presented, we can see that ZMUV normalization did not improve the verification performance when compared to unprocessed palmprints. Gaussianization, on the other hand, resulted in a similar performance as histogram equalization clearly improving the verification efficiency upon ZMUV normalization. The presented results confirm our hypothesis that the common distribution rather than contrast enhancement is the main reason for achieving enhanced recognition results. To achieve results comparable to HQ, the whole pixel intensity distribution of the palmprints had to be rendered to $\mathcal{N}(0, 1)$.

The second series of our experiments focused on the local preprocessing techniques. To this end, the proposed GP approach as described in Section 3, i.e., with a 50% overlap of image patches, was implemented and compared to the GP approach without patch overlapping. Again, only images from the evaluation images set were used in the experiments. Fig. 4 (right) shows the ROC curves generated during the assessment. Here, the ROC curve obtained with unprocessed palmprints is also given as a reference. While both tested implementations of the GP technique resulted in a similar performance, the variant with a 50% overlap of image patches is still preferable, as it does not induce sharp borders between individual patches and is, therefore, suitable for employment with other feature extraction techniques like, for example, Gabor-wavelet-based methods, which might be susceptible to spurious lines in the palmprints.

In the third series of experiments we aimed at assessing the computational complexity of the normalization techniques. To this end, we measured the time needed to normalize 2000 palmprint images and calculated the average time for a single image. The results of this series of experiments are presented in Table 1. Recall that all of our experiments were conducted on a HP desktop computer (HP Desktop dc7600 Convertible) with a Intel Pentium 3.2GHz duo-core processor and that all the assessed techniques were implemented with Matlab R2007b.

<table>
<thead>
<tr>
<th>Method</th>
<th>ZMUV</th>
<th>HQ</th>
<th>GS</th>
<th>GP50%</th>
<th>GP90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$ (ms)</td>
<td>0.7</td>
<td>2.9</td>
<td>3.4</td>
<td>10.6</td>
<td>23.9</td>
</tr>
</tbody>
</table>

Table 1. Average time needed to normalize a single palmprint image (estimated over 2000 samples).

In the fourth series of our verification experiments we made use of the test image set. By using the test images, we produced a number of EPC curves shown in Fig. 5. In addition, the three standard error rates for the decision threshold that ensured an equal value of the FAR and FRR on the evaluation image set are presented in Table 2.

We can see that the local preprocessing techniques clearly outperformed the global ones. The GS approach performed similarly as the HQ technique, both improving upon the error rates obtained with UP and ZMUV. The proposed GP technique performed best and resulted in reduction of the HTER (with the threshold set at the equal error operating point) of more than 65% when compared to the unprocessed palmprints and more than 50% when compared to normalized palmprint images using the HQ.
In this paper we presented two novel preprocessing techniques for palmprint recognition. The techniques are based on the gaussianization of the pixel intensity distributions and serve as means to enhance the discriminative information contained in the palmprints. In verification experiments (with a PCA-based feature extractor and the nearest neighbor classifier) performed on the PolyU database, the techniques were shown to significantly reduce the half total error rate when compared to unprocessed palmprint images.

### 5 Conclusion

In this paper we presented two novel preprocessing techniques for palmprint recognition. The techniques are based on the gaussianization of the pixel intensity distributions and serve as means to enhance the discriminative information contained in the palmprints. In verification experiments (with a PCA-based feature extractor and the nearest neighbor classifier) performed on the PolyU database, the techniques were shown to significantly reduce the half total error rate when compared to unprocessed palmprint images.
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**Table 2.** Error rates FAR, FRR and HTER (in %) obtained on the test image set

<table>
<thead>
<tr>
<th>Method</th>
<th>FAR</th>
<th>2.78</th>
<th>2.02</th>
<th>1.77</th>
<th>2.78</th>
<th>0.97</th>
<th>0.81</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FRR</td>
<td>3.53</td>
<td>2.41</td>
<td>1.77</td>
<td>3.53</td>
<td>1.30</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>HTER</td>
<td>3.16</td>
<td>2.22</td>
<td>1.71</td>
<td>3.16</td>
<td>1.14</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 3. Comparison with the state-of-the-art methods

<table>
<thead>
<tr>
<th>Method</th>
<th>FAR</th>
<th>0.81</th>
<th>1.15</th>
<th>2.08</th>
<th>1.58</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FRR</td>
<td>1.24</td>
<td>1.21</td>
<td>1.98</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>HTER</td>
<td>1.03</td>
<td>1.18</td>
<td>2.03</td>
<td>1.67</td>
</tr>
</tbody>
</table>

---

**Figure 5.** EPC curves obtained on the test image set

**Slika 5.** Krivulje poizkusov na testnem delu zbirke PolyU

And GS techniques. It is also interesting to note that the ZMUV-processed images resulted in the same recognition rates as the unprocessed images confirming our assumption that when the pixel intensity distributions of the images are very similar, ZMUV has no (or only a minor) effect on the recognition performance.

As last we compared the performance of the simple PCA technique applied on our preprocessed images (i.e., processed with GP₉₀%) to that of several state-of-the-art methods found in the literature. A detailed description of the assessed methods can be found in the corresponding references.
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**Table 3.** Primerjava z uspešnostjo verifikacije uveljaljenih postopkov razpoznavanja

From Table 3, where the results of the comparison are presented, we can see that the proposed preprocessing technique ensured the best performance for the PCA recognition approach. While these results may or may not be statistically significant, it is far more important that they were achieved using a simple preprocessing technique which can be combined with any of the assessed recognition methods.
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