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Abstract. Modern organizations use several types of decision support systems to facilitate decision support. In many cases OLAP based tools are used in the business area enabling multiple views on data and through that a deductive approach to data analysis. Data mining extends the possibilities for decision support by discovering patterns and relationships hidden in data and therefore enabling an inductive approach to data analysis. The use of data mining to facilitate decision support enables new approaches to problem solving. The paper introduces our approach to integration of decision support systems with data mining methods. We introduce a data mining based decision support system designed for business users enabling them to use association rule models to facilitate decision support with only a basic level of knowledge of data mining.
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1 Introduction

Modern organizations use several types of decision support systems to facilitate decision support. For the purposes of analysis and decision support in the business area in many cases OLAP based decision support systems are used [1]. Performing analysis through OLAP follows a deductive approach of analyzing data [8]. The disadvantage of such an approach is that it depends on coincidence or even luck of choosing the right dimensions at drilling-down to acquire the most valuable information, trends and patterns. We could say that OLAP systems provide analytical tools enabling user-led analysis of the data, where the user has to start the right query in order to get the appropriate answer [9]. Such an approach enables mostly the answers to the questions like: “What is overall revenue for the first quarter grouped by customers?” What about the answers to the questions like: “What are characteristics of our best customers?” Those answers can not be provided by OLAP systems, but by the using data mining. Performing analysis through data mining follows an inductive approach of analyzing data [8].

Data mining is a process of analyzing data in order to discover implicit, but potentially useful information and uncover previously unknown patterns and relationships hidden in data. The use of data mining to facilitate decision support can lead to an improved performance of decision making and can enable the tackling of new types of problems that have not been addressed before. The integration of data mining and decision support can significantly improve current approaches and create new approaches to problem solving.
solving, by enabling the fusion of knowledge from experts and knowledge extracted from data [9].

The paper introduces decision support system called DMDSS (Data Mining Decision Support System) which is based on data mining. DMDSS enables integration of data mining into decision processes by enabling repeated creation of data mining models. In DMDSS, data mining models are created by data mining experts and exploited by business users.

2 Data Mining

Data mining is a process of analyzing data in order to discover implicit, but potentially useful information and uncover previously unknown patterns and relationships hidden in data. In the last decade, the digital revolution has provided relatively inexpensive and available means to collect and store data. The increase in the data volume causes greater difficulties in extracting useful information for decision support. The traditional manual data analysis has become insufficient, and methods for efficient computer-based analysis indispensable. From this need, a new interdisciplinary field of data mining has been born. Data mining encompasses statistical, pattern recognition, and machine learning tools to support the analysis of data and discovery of principles that lie within the data [11].

In this paper we consider a data mining method called association rules, which belongs to unsupervised learning. In unsupervised learning, the goal is to describe associations and patterns among a set of input measures.

3 Integrating Data Mining and Decision Support

Decision support systems (DSS) are defined as interactive computer-based systems intended to help decision makers to utilize data and models in order to identify problems, solve problems and make decisions. They incorporate both data and models and they designed to assist decision makers in semi-structured and unstructured decision making processes. They provide support for decision making, they do not replace it. The mission of decision support systems is to improve effectiveness, rather than the efficiency of decisions [9].

Several authors discuss integration of data mining into decision support and they all confirm the value of it. Chen argues that the use of data mining helps institutions to make critical decisions faster and with a greater degree of confidence. He believes that the use of data mining lowers the uncertainty in the decision process [2]. Lavrac and Bohanec claim that the integration of data mining and decision support can lead to an improved performance of decision support systems and can enable the tackling of new types of problems that have not been addressed before. They also argue that the integration of data mining and decision support can significantly improve the current approaches and create new approaches to problem solving, by enabling the fusion of knowledge from experts and knowledge extracted from data [9].

4 Introduction of DMDSS

We developed DMDSS on Oracle platform. We did this after Oracle has offered Oracle Data Mining (ODM) option integrated in the database enabling the use of data mining methods on data in Oracle database. Besides ODM there is also Java based API available which enables the development of J2EE applications which use data mining.

Our decision to develop DMDSS was also based on the fact that the traditional use of data mining through data mining software tools does not bring data mining closer to business users because of complexity of data mining tools [4, 5, 6, 7]. Data mining tools are very complex and demand expertise in data mining, i.e. understanding of data mining algorithms and parameters for algorithms. We wanted to develop a decision support system that would enable data mining experts to create data mining models and enable business users to exploit data mining models through easy-to-use GUI. DMDSS was developed for a wireless network operator for the purposes of decision support in the area of analytical CRM (Customer Relationship Management).

4.1 A Process Model for DMDSS

One of the key issues in the design of DMDSS was to determine the data mining process model. The process model for DMDSS is based on the CRISP-DM (CRoss Industry Standard Process for Data Mining) process model. CRISP-DM process model breaks down the data mining activities into the following six phases which all include a variety of tasks [10, 3]: business understanding, data understanding, data preparation, modelling, evaluation and deployment. CRISP-DM process model was adapted to the needs of DMDSS as a two stage model: the preparation stage and the production stage. The division into two stages is based on the following two demands. First, DMDSS should enable repeated creation of data mining models based on an up-to-date data set for every area of analysis. Second, business users should only use it within the deployment phase with only the basic level of understanding of data mining concepts. Area of analysis is a business domain on which business users perform analysis and make decisions.

The preparation stage represents the process model for the use of DMDSS for the purposes of preparation of the area of analysis for the production use (Fig. 1). During the preparation stage, the CRISP-DM phases are performed in multiple iterations with the emphasize on
the first five phases starting from business understanding and ending with evaluation. The aim of executing multiple iterations of all CRISP-DM phases for every area of analysis is to achieve step-by-step improvements in any of the phases. In the business understanding phase, slight redefinitions of the objectives can be made, if necessary, according to the results of other phases, especially the results of the evaluation phase. In the data preparation phase the improvements in the procedures which execute recreation of the data set can be achieved. The data set must be recreated automatically every night based on the current state of data warehouse and transactional databases. The problems detected in the data preparation phase can also demand changes in the data understanding phase.

In the modeling and evaluation phase, the model is created and evaluated for several times to allow fine-tuning of data mining algorithms through finding proper values of the algorithm parameters. It is essential to do enough iterations in order to monitor the level of changes in data sets and data mining models acquired and reach the stability of the data preparation phase and parameter values for data mining algorithms. The mission of the preparation stage is to confirm the fulfilling of the objectives of the area of analysis for decision support and to assure the stability of data preparation.

The production stage represents the production use of DMDSS for the area of analysis (Fig. 1). In the production stage the emphasis is on the phases of modeling, evaluation and deployment, which does not mean that other phases are not encompassed in the production stage. Data preparation, for example, is executed automatically based on procedures developed in the preparation stage. Modeling and evaluation are performed by a data mining expert, while the deployment phase is performed by a business user.

4.2 Functionalities of DMDSS

Our analysis of the functional demands for DMDSS was done simultaneously with the design of the data mining process model. Both activities are interrelated, because the process model implicitly defines the functionality of the decision support system. DMDSS supports two roles: the data mining expert and the business user. Each of the roles has access to the forms and their functionalities according to the production stage of the process model. DMDSS enables the use of the
following data mining methods: classification, clustering and association rules. In the following part of the paper only the support for association rules will be introduced.

In the modeling phase, the data mining expert can create association rules models using the model creation form. Data mining expert sets three algorithm parameters: minimal support, minimal confidence and maximal rule length. Especially important is the possibility to set the minimal value for support and confidence. The model creation algorithm may produce a large amount of rules; in some cases there might be hundreds of thousands of them.

In the evaluation phase, the data mining expert can view and evaluate the model using the data mining expert model viewing form. This form is very similar to the form for model viewing which is used by the business user in the deployment phase and will be introduced later on. While viewing, the administrator can input comments for the model to business users at model interpretation. In the final step of the evaluation phase, the data mining administrator can change the published status of the model to a value true if he estimates that there are changes in the model which would be noteworthy to business users, which can view only models with published status set to true. The administrator observes the changes according to the previous model of a particular area of analysis. Due to the fact that in many cases the number of rules can be rather high, the observing of changes is not easy. This problem can be handled through setting the minimal value for confidence and/or support at model creation to a rather high value, e.g. 0.90 or 0.95. There is an enhancement planed in DMDSS to solve this problem which will be introduced later on in the paper.

For the purposes of the deployment phase, business users have access to the form model viewing (Fig. 2). The form shows general information about the model: model name, date of model creation, number of rules and number of comments. The presentation technique

Figure 2: Model viewing form for business users
for association rules is a table showing confidence, support, class and a rule are presented. The class is the attribute on the right-hand side of the rule and serves as a dependent variable for the rule in question. It is important for the user to see the class in a separate column, even though the same information is presented in the rule. This way the user can easily scan through rules and focus on the attribute he is interested in. The form shows by default the rules for all attributes, but the user can filter the rules according to the class and this way focusing on a particular attribute is trivial. The user can sort the rules either by confidence or by support. Due to the fact that the model may have a lot of rules, the user can control the number of rules shown by setting the parameter for that purpose. Through combining of sorting, filtering and controlling the number of rules shown, the user can flexibly form criteria for rules shown according to his wishes. The form also shows the last comment of the model written by the data mining expert and enables access to all previous comments through an opening the form for comments.

The example of the area of analysis which uses association rules method in DMDSS is called “Customers Classification". Through the association rule model and monitoring the relations between attributes business users can get patterns and information to facilitate decision support. Especially interesting are the rules where the class is an attribute, which has the role of the classification attribute in the training set for the model creation using the classification method. This enables business users to acquire additional patterns and rules for a particular customer category.

5 Related Work

Some decision support systems that use data mining have already been developed and introduced in the literature. Polese introduced a decision support system based on data mining [13]. The system was designed to support tactical decisions of a basketball coach during a basketball match through suggesting tactical solutions based on the data of the past games. The decision support system only supports the association rules data mining method and uses the association rule algorithm called Apriori algorithm combined with the Decision query algorithm. The decision support system enables the coach to submit data about his tactical strategies and data about the game and the rival team. After that the system provides the coach with opinion about the chosen strategies and with suggestions. The system is not designed to support other domains; it only supports the basketball domain.

Bose and Sugumaran introduced the Intelligent Data Miner (IDM) decision support system [1]. IDM is a Web-based application system intended to provide organization-wide decision support capability for business users. Besides data mining it also supports some other function categories to enable decision support: data inquiry and multidimensional analysis through enabling OLAP views on multidimensional data. In the data mining part of IDM it supports the creation of models, manipulation of models and presentation of models in various presentation techniques of, among others, the following data mining methods: association rules, clustering and classifiers (classification). The system also performs data cleansing and data preparation and provides necessary parameters for data mining algorithms. An interesting characteristic of IDM is that it makes a connection to an external data mining software tool which performs data mining model creation. The system enables predefined and ad-hoc data mining model creation. The authors state that the disadvantage of IDM is the fact that non-technical users (business users) need to have a fair amount of understanding of data mining and that the use of data mining and the creation of data mining models still needs to be clearly directed by the user, especially with ad-hoc model creation.

Lee and Park presented the Customized Sampling Decision Support System (CSDSS) which uses data mining [12]. CSDSS is a web-based system that enables the user to select a process sampling method that is most suitable according to his needs at purchasing semiconductor products. The system enables the autonomous generation of the available customized sampling methods and provides the performance information for those methods. CSDSS uses clustering data mining method within the generation of sampling methods. The system is not designed to support other domains; it only supports the domain mentioned.

6 Discussion

DMDSS has now been in production for several months. During the first year of its production there will be supervising and consultancy provided by the development team. The main goal of supervising and consultancy is to assist the data mining administrator in the company. The person responsible for that role has enough knowledge, because he was a member of development team and all the time present at preparation stage for every area of analysis. But, he has not enough experience yet. Supervising will mainly cover support at model evaluation and model interpretation for data mining administrator and business users.

Business users use DMDSS at their daily work. They use patterns and rules identified in models as the new knowledge, which they use for analysis and decision process at their work. It is becoming apparent that they are getting used to DMDSS. According to their words they have already become aware of the
advantages of continual use of data mining for analysis purposes. Based on the models acquired they have already prepared some changes in marketing approach and they are planning a special customer group focused campaign utilizing the knowledge acquired in data mining models. The most important achievement after several months of usage is the fact that business users have really started to understand the potentials of data mining. All of a sudden they have got new ideas for new areas of analysis, because they have started to realize how to define areas of analysis to acquire valuable results. A list of new areas of analysis will be made in a couple of months, and after that it will be discussed and evaluated. Selected areas of analysis will then be implemented and introduced to DMDSS according to the process model introduced in the paper.

Besides introducing new areas of analysis, there are other new functionalities planned for implementation. In many cases association rules models consist of a large number of rules. In these cases it is hardly possible for the data mining administrator to check them all in order to evaluate them and detect changes. For a business user it is also difficult to browse through lots of rules and detect valuable new knowledge. For that reason we plan to develop a method which will detect association rules that are different from the rules of the previous model. Business users believe this would significantly increase their efficiency at utilizing association rules.

The experience in the use of DMDSS has also revealed that business users need the possibility to make their own archive of classification rules and to have an option to make their own comments to archived rules in order to record the ideas implied and gained by the rules. These enhancements are planned to be implemented in the future.
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