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Abstract. The multi antenna systems offer a much larger wbloapacity than the traditional single antenna
systems. The price which has to be extra paidtesctien complexity. In this paper we examine perfance of the
low complexity algorithm called zero forcing—maximuikelihood (ZFML) [5]. We find this algorithm apppriate

for MIMO (Multiple Input Multiple Output) systemssing more receive than transmit antennas. For te 2
VBLAST (Vertical Bell-Labs Layered Space-Time) MIM§ystem almost maximum likelihood (ML) performance
is achieved. To overcome large performance gap&h MIMO systems, some modifications of the algomit are
needed. In future, we intend to upgrade this allgorito allow for iterative decoding in turbo MIMQstems.
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Algoritem za detekcijo MIMO z nizko kompleksnostjo

Povzetek. Vecantenski sistemi ponujajo precej¢j@ of the major obstacles toapply the MIMO approach is
zmogljivost kanala kot tradicionalni enoantenskthe complexity of the optimal ML detection. The
sistemi. Cena, ki jo je treba phti, je kompleksnost available diversity can be fully exploited applyitige
detekcije. V tentlanku smo progtili zmogljivost ZFML ML detection that uses exhaustive search overhall t
algoritma z nizko kompleksnostjo [5]. Ugotovili smo possible input vectors to find the transmitted algyet,
da je algoritem primeren za sisteme MIMO, kiat the price of exponential complexity. For thedsen,
uporabljajo vé sprejemnih kot oddajnih anten. Zathe ML detection is not suitable when the number of
sistem 2x4 VBLAST MIMO je bila doseZena skoraj MLantennas is large and for communication systemis wit
zmogljivost. Rezultati za sisteme NxN MIMO solimited power resources at the base or mobile stati
bistveno slabsi, zato je potrebna izboljSava atgwi V  like terrestrial-mobile or land-mobile satellite seggms
prihodnosti nameravamo algoritem nadgraditi take, dand wireless communications via high-altitude
bo primeren za iterativho dekodiranje v sistemitbéu platforms.
MIMO. Apart from the optimal ML detection, there are
several different algorithms for the MIMO detectiadi
Klju éne besede: MIMO, ML, ZF, ZFML, sferina of them requiring the channel state information IjG&
detekcija be known at the receiver. The basic linear mettavds
zero forcing (ZF) and minimum mean-square error
(MMSE), whose performance is significantly inferior
the ML detection. These two algorithms are the hami
some other non-linear algorithms, e.g. ordered
The increasing demands for higher data rates agitehi successive interference cancellation (OSIC) [1]e Th
quality of service in wireless communication systemlarge gap in performance and complexity between the
have forced the designers of the emerginylL and those conventional detectors has motivated
communication systems to invent new approachesany researchers to envisage development of
toward improvements of the spectral efficiency anduboptimum ML detection schemes. Lots of them are
reliability. Among them, the use of multiple trarism based on the sphere detection ($2]) which gives a
and receive antennas, known as the MIMO approach,riear-ML solution. Its complexity varies depending o
one of the most promising. In the rich scatteringhe estimated radius.
environment the MIMO approach can provide either The paper examines the performance of the
higher spectral efficiency or higher diversity gane suboptimum algorithm based on sphere detection that
efficiently combines linear processing with localLM
search [5]. The algorithm is a modified complexexgh
detector, appropriate for the use in the VBLAST MOM
systems with a higher-level quadrature amplitude
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modulation (QAM) on each transmit antenna. We first, . M 1y
give a system model description and a short suofey G=(HH +?| m) H ©)
the basic MIMO detection algorithms and then w

briefly describe the ZFML algorithm and the simidat Which minimizes the mean-square error.

setup. The next to follow are simulation results.the £ = E[(X_XMMSE) (X_XMMSE)] = (4)
conclusion of the paper we propose the work todreed — [(x _ Gy)* (x _ Gy)]
in future.

Both ZF and MMSE are linear methods where all
layers are detected jointly and can achieve therdity
2 System description order of onlyN-M+1. Superior performance is obtained
Our focus is on the MIMO systems with transmit and spplying non-lipear detecti_on ”?ethOdS- The firse ta .
N receive antennasM&N), where the binary data e explained is successive |nterferenc_e cancatlatio
(SIC), also called the nulling and cancelling aitjon.

:Lrgstr:;;smd(iesml::;pleézd (;?]ttlgl ?T‘?_tg :&bsgrﬁg]e?'aﬁgChEach layer is detected separately with ZF or MMSE
PP y detection. When the first layer is estimated, its

transmitted oveiM antennas simultaneously. To place . - . .
- : - ~corresponding contribution to the received vegtos
more emphasis on the detection algorithms, we densi :
. . ancelled. Then the corresponding column from the
a simple but most commonly used independent bloc

. : matrix H is removed and a new pseudo-inverse is
flat Raylglgh fading channel._ In such a bzilsebam‘bﬂy calculated.This procedure is iteratively repeated until
the receivedN x 1 complex signal vector = [yi, Ya,...,

yN]T is given by the system is reduced to one dimension. At eaghvete

assume that the previously made decisions areatorre
y=Hx+n, (1) However, the SIC can suffer from error propagation,
where x denotes the complex valud x 1 transmit \hich can be minimized by detecting layers starting
signal vectorn is a 1 xN vector of independent zero- {rom the strongest and proceeding to the weakest
mean complex Gaussian noise entries with variante (OSIC).

andH is aN x M complex channel matrix, perfectly  \hen the likelihood of all the data vectors is @&lqu
known at the receiver. The entriestbfare independent, the optimal solution is the ML detection. It maxies

zero-mean and complex Gaussian variables of unffe Jikelihood thay is received given thatis sent. The

variance ¢.2= 1). The vectok is assumed to have zero-ML detector is given by:

mean independent complex values with variagge _ ) 2

The total transmitted power i®, which is equally XmL =arg _ min ||y—ij|| : (5)
. X]'D{Xl ..... XK}

allocated along allM transmit antennas, thus the

expected signal to noise ratio (SNR) per receivterara This requires anMexhaustive search through all
p equals Rd,? possible vectorK =m". Thus the complexity grows
o

exponentially with the number of transmit antennas.
The ML search is limited in the sphere detection
algorithm, which searches only over those poinds lie
inside anM-dimensional hypersphere with given radius
r and centred at the received poinfTwo key questions
have to be answered. How to choasand how to
determine which lattice points are inside the
hypersphere? The lattice poidk lies in a hypersphere
of radiusr if

2
Th dard fd ing the MIMO signal i r2||y—Hx|| ' ©)
7E Wﬁe?(tzza:‘h:rinte\;\:?greonceeitsef:t:)r;g tleteel U ?égna dls Selecting lattice points within th#& dimensional
' pletely suppresse sphere involves calculation of Eq. (6) for all

multiplying the received signal vectoy with the h : : . L

. PP ypothetical lattice points, which is a complex ktas
pseud9-|nverse of the chg_nnel mathx = (H H)"H , when M is high. The SD simplifies the lattice points
where denotes the hermitian operator. Each Calcmate%lection by solving the problem in the hyperspheat

S

;/k?elurior;jisl,att?or?iynr:ﬁ)%?ea?prc:gi)oetthe nearest symbol frq[pst in one dimension assuming the radiyand then it

. N : recursively proceeds by increasing the dimension by

xze =HYy =x+(HH)H"n (2 one. Thus, it constructs a searching tree, wheee th
Another basic approach for detecting the MIMOnodes in thek-th level of the tree correspond to the
signal is called MMSE, where the noise term idattice points inside thé&-th dimension hypersphere of
considered. Instead of pseudo-inverse madfixmatrix radiusr. The path, also called the vector point, which
G is used: survives to the leveM and has a smaller metric than

ly = Hx|F, is the solution to the closest point search.

Detector

Figure 1: MIMO system
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The radiusr should be chosen very carefullylocated. With a higher order modulation the numder
considering the current noise power. If radiusae t regions grows quickly, thus the lookup table beceme
small, no lattice point is found inside a sphefdt is impractical. For example, if 64QAM modulation is
too big, decoding is still a demanding task. Usihg used, then there are 49 regions with four consifia
Finke-Phost sphere decoding algorithm, ML detectiopoints. The QAM constellation diagram being
can be achieved at an average complexity®) [3]. symmetric, the neighbouring symbols can be

SD was originally derived for a real lattice, ththe determined dynamically with algebraic equations. In
Eg. (1) has to be transformed into a real valuthat case the number of the neighbouring symbats ca
equivalent. The sizes of matricgs H, x andn are be variable and different for each antenna, depenoin
doubled and comprise the real and imaginary pdrts eurrent channel conditions.
previous matrices. This decoupling is not possibtean AR, Sy S—
arbitrary system. It is possible, however, if QAM x
modulation is used. For systems where decoupling is . 1
unfeasible, complex SD has to be used [4]. ‘ T 3

There are many other algorithms available that
improve performance and/or reduce complexity. k& th ® ] ®
following section we will concentrate on an algont ) )
which allows, by applying additional computatiotise Figure 2: Example of the neighbouring symbols (kjaor
calculation of soft information required for iteixe 16QAM
decoding in turbo MIMO systems. This algorithm

avoids exhaustive search for maximum a posterio etection is performed over it. In the case okadisize
(MAP) detection. It was originally presented in fjd neighbouring list containing constellation points, there

is known as the ZFML algorithm. Soft decoding is o bl bol ¢ hich h o b
possible also with some other algorithms like tis¢ | are s [:josgl N syrgto \é(.?c orsM\I/_v Ic h@ve 0 tt?
sphere detector (LSD) [4], space-time Chase decodgramined. f.omparea o ordinary searching over

[6]. The latter makes no assumption of the transm‘ﬁntire constellation, the reduction rate in the hamof

; M
constellation, therefore it does not exploit alleth searches i{%) . . .
available information. The same algorithm is extended in [7], where the

searching region is defined so that the ML soluti®n
] always included. The ML solution is located withan
3 ZFML algorithm sphere of radiug and centred at the received sigyal

The ZFML algorithm reduces exhaustive ML searchindy — Hx, |* <[y - Hx.s]” = d?. (7)

and is appropriate for higher-order modulationshwli6  \yhen the QAM modulation is used, point searching
or more levels. Itis composed of several stepe. fitst  \yithin a certain region is much easier, if the stuse of
step is a conventional detection of the receivemhai ¢ searching region is similar to the one of th&aM

for evaluating initial estimating symbol vecta, Then  qnctellation diagram. Thus the polygon searching
a subset of neighbouring symbc_JIs is generatedetc_)he region is proposed in [7], which always contains a
antenna. At the end an exhaustive local ML detedBo  gphere with radius. The neighbouring symbols for the

performed over this relatively small searching oegi i-th antenna are simply determined by solving tHeve
For conventional detection any detector (ZFexpressions:

MMSE, OSIC, etc.) can be chosen. The better ihés t

ﬁ)nce the searching region is determined, the ML

(i) _ ()

better performance is obtained, at the price ohdig Xest ™ Xneigboring

complexity. On the other hand, the result of better d =R Lol <d,

estimating vectok.s is much closer to they,, solution, "g "

thus the searching region can be decreased, which 0 0 ©)
further reduces detection complexity. d<im Xest ~ Xneigboring <d

The searching region is the result of all possible ||g(i)||
combinations over the neighbouring symbols of all
antennas. If the number of neighbouring symbols ishere || is the norm of theth column of the inverse
fixed and the same for all antennas, then the stasigy matrix G. At low SNR or at a badly conditioned channel
of generating the subset is via a lookup table. A@® is high), the number of neighbouring symbols
example for 16QAM modulation is shown in Fig. 2,increases and the overall detection becomes comiplex
where nine different regions are possible, eacthe case of the time varying wireless channel ey
containing four constellation points. The neightigr lead to variable processing time at the receivesica
symbols on the-th antenna are constellation points ofan additional and also variable transmission delay,
which is unacceptable for some communication

. i . . (i)
that region, within which estimated solutioReg; Is services. In order to solve this problem we propase
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search region which is independent of the channehe transmit antenna is used, the ZF detectiorsgive
matrix and is clearly described in the previoustisac same results as ML detection. By increasing thelbmarm
and depicted in Fig. 2. of transmit antennas,large gap arises between the ML
and ZF detectionThe performance gap between those
two detections will decrease if the number of reeei
; ; antennas is higher than the number of transminaate
4 Simulation setup The diversity order exploited by ZF is onN-M+1,
This paper is the result of our ongoing researdiuibo  while at the ML detection it is equal kb
MIMO aiming at finding a simple but still efficientay Performance results of the ZFML algorithm
for MIMO detection and also enabling a later extems compared to the ZF and ML detection are shown in
in the soft MIMO detection algorithm. From a groop Fig. 5. We simulated various antenna configurations
algorithms we opted for a multi-step algorithm wgk  with 16QAM modulation. As the simulations results
pre-estimation (ZFML). This algorithm has so faebe show similar system performance only two cases,(2x4
very poorly examined, although results in [5] atéte) 4x4) are presented in our paper. The performanie ga
promising compared to ZF detection are at BER = for the 2x4
We analyzed the properties of this algorithm bgystem 2.6 dB and 3.9 dB for the 4x4 system. Much
using Monte Carlo simulatiorzor each simulated point more remarkable is the fact that the ML performance
in the BER curve at least 400.000 bits were prazss can almost be achieved by greatly reducing detectio
200 errors detected. Simulations were run for werio complexity of the MIMO systems, where the number of
antenna combinations with 16QAM modulation. receive antennas is higher than the number of mins
The size of the neighbouring region variedantennas. For the 2x4 MIMO system the ordinary ML
depending on the simulation type but was the same fdetection has to examine all the 256 possible sysnbo
all antennas. Fig.3 clearly indicates how thavhile ZFML searches for the best symbol within a
neighbouring constellation points are determir@dce subset of only 16 symbols. Some simulations were
the sub-region into whichgy falls is determined, the made also for the 64QAM modulation, where the ttssul
chosen constellation points are ordered from theedt were very similar to those made with 16QAM and only
ones to the most distant onéscording to the desired the complexity reduction was much bigdéiom 4096
extent of searching for the transmitted symbol, ,twdo 16 symbols)
three or four constellation points for each anteara
chosen Whenever only one point is selected, we tall _,,_m‘ ZE-NL
about the ZF solutionUnless otherwise defined, the 1 1x2 ZF=ML
neighbouring region in our simulations comprises ¢ ‘0 T W ——1x4 ZF=ML |3
four neighbouring constellation points. -8-2x2 ZF

10°

) s . 3 =A=2x2 ML
° ° o o o o ° o o o o
x& @ —-4x4 ZF
x Xest < Xest w 10
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Figure 3: Neighbouring region for MIMO with threehsmit
antennas and 16QAM modulation

E,IN, [4B]

One of the main disadvantages of the squarq_d )
- L - . . igure 4: Performance comparison of the ZF and ML
searching region is shown in Fig. 3. The circle toe detection for various V-BLAST MIMO systems using

second antenna represents the region within whiich 460QAM modulation

constellation points are distant frox§2  far less. It

is clear that the more distant point 4 is seledtstead All currently made simulations were made with four

of the closer point 4'. This happens when radits the  gjghbouring constellation points per antenna. Gig.

most distant point 4 is approximately 2.3 or higher  shows the achieved gain when using only two orethre

neighbouring points. Ratio between the added

5 Simulation results complexity and detection gain is the largest at the
. . smallest neighbouring subset. With the ML detection

Fig. 4 shows the bit error rate (BER) curves of e oyer four MIMO symbols a 2.3 dB gain is obtained at

and ML detectors for various MIMO systems, whBfe ggR = 10°. An additional 1.4 dB gain is obtained when
denotes the average energy per information biviagi  getection is made within nine MIMO symbols. When
at the receiver E,/N, = p[N/Mlog, m). When only
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S =16, the performance curve is 4.4 dB better than
ZF curve but still about 2 dB from the ML solution
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Figure 5: Performance comparison of different datec

algorithms for the 2x4 and 4x4 V-BLAST MIMO systems[3]

using 16QAM modulation
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Figure 6: Performance of the ZFML algorithm witkliiferent
neighbouring list size for the 2x3 V-BLAST MIMO ggsns
using 16QAM modulation

6 Conclusion

the current channel conditions. Some preliminary
simulations show that radius suggested in [7] fndd
too loosely.

In future we intend to modify the algorithm, inder
to make it more adaptive and to be used in thatiter
decoding of the encoded MIMO signals.
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