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Abstract. Hardware security is an emerging topic in integrated-circuit (IC) industries. Research in the domain of the hardware security is at a full swing and many schemes to enhance the security are being explored. The hardware Trojan (HT) design and its various detection techniques to ensure the trust in design are the most sought for schemes. The analysis of the reported techniques explores the major threat in the IC industries known as hardware Trojans and their countermeasures. Moreover, it clearly depicts the emerging trend in the hardware security with a direction indicating the future scope.
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1 INTRODUCTION

Secured hardware is necessary to upgrade the performance, reliability and efficiency of any system. Globalization of the IC design flow is the main reason for hardware vulnerabilities. The fabless industries have to depend on the untrustworthy fabrication units where the attacker can easily access the implementation of IC at any stage in the original IC design. Some untrusted IC fabrication company may illegally overbuild ICs and sell them in the market or an attacker in a fabrication unit may add a malicious circuit (hardware Trojan) to the original design [1]. It is reported that a hardware attack causes a loss of $4 billion annually to the semiconductor industry [2]. These hardware-related security issues directly spoil the efficiency of the architectures where hardware plays a major role in implementation such as cryptographic applications [3].

Various threats and hardware Trojans are proposed and their deterring methods are analysed in [4]. Hardware security includes detection and diagnosis of the hardware Trojans and design for secured hardware. Literature mainly focuses on the post-silicon phase to enhance the security [3-11] and the pre-silicon circuit protection against hardware Trojans is discussed in [12 & 13]. The security verification is carried out in the hardware description language (HDL) as a formal verification approach in software [14 & 15]. Availability of golden-chips used as a reference to detect the malicious activity of the chip is a big challenge to the researchers. Since none of the chips are trusted to be Trojan-free, Trojan-detection methods without having a golden-chip as a reference is the need of the hour. This survey considers hardware-Trojan taxonomy and gives a summary on various Trojan-detection methodologies. The rest of the paper is organized as follows. Section II elaborates on the hardware-Trojan detection and diagnosis methodologies. Section III describes the design-for-security schemes. Section IV draws conclusions of the survey.

![Hardware Trojans](image)

Figure 1. Trojan classification.

Hardware Trojans are added by the intruder in order to hinder the original design or to pilfer the secret information running on the chip. Many types of trojans have been designed by the researchers to evaluate the existing Trojan-detection techniques, as in [6], [16 &17]. Wang et al. developed a detailed hardware-Trojan taxonomy in [16]. Fig. 1 shows an abstract
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classification of Trojans with their physical, activation and action characteristics as a major concern.

Further, Alkabani et al. [17] categorized hardware-Trojan-horses (HTHs) into an internal trigger, storage and hardware-Trojan driver. Hardware-Trojan-horses are inserted into ICs by a schematic approach of pre-synthesis manipulation to the design structure. Thus the Trojan-design engineers compose a high-level design description of the Trojan to embed it into the original design finite-state machine (FSM). The modified FSM with a hidden driver in its structure should be triggered by the input. Thus a trojan FSMs are injected into the original FSM design by merging their states and they are inextricable from the functionality of the original design. In order to steal the information from the working chip, the adversary will monitor the legitimate communication and use it as a media to transfer the confidential information. This Trojan-embedding method will bypass the high-level authentication techniques, so that its presence remains stealthy.

These stealthy hardware Trojans are hard to detect with conventional detection methods and the countermeasures against these Trojans are broadly classified into two categories, such as detection and diagnosis of Trojans and design for security.

2 HT DETECTION AND DIAGNOSIS METHODOLOGIES

Detection and diagnosis of the HT process can be broadly categorized into destructive and non-destructive approaches. Some approaches will continuously monitor the system during its run-time, while others verify the chips integrity after the production. The HT detection and diagnosis schemes categories are shown in Fig. 2.

![Figure 2. HT Detection and Diagnosis Schemes](image)

2.1 Non-Destructive Approach to Trojan Detection

The non-destructive method of the HT detection will ensure the presence of a trojan by examining the characteristic behavior of the chip. The prominent techniques to verify the integrity of the chip without destroying it include Design-time, Test-time and Run-time approaches.

2.1.1 Design-time Approaches

The design-time approach is a pre-silicon method of the Trojan detection and it detects the intellectual property (IP) threats. The adversary will add an additional design module to the original design (IP) without the knowledge of the trusted designer and these Trojans are not easy to detect during a verification test.

A formal verification is a process of property checking used to detect the presence of a Trojan by analysing the IP properties with golden-reference IPs. Banga et al. in [18] located malicious insertions in a third-party intellectual property (3PIP) with a four-step approach. In the first step, the functional vectors are used to remove the easy-to-detect signals and an N-detect full-scan automatic test-pattern generation (ATPG) tool is used in the second step to identify the functionally hard to excite signals. In the third step, the suspected signals are cross-checked by equivalence checking and eventually a region-isolation step helps to locate a Trojan-associated gate from a cluster of untestable gates in the circuit. The author experimentally proved that the proposed methodology distinguishes a tampered 3PIP from an authentic one and the region with a Trojan is identified effectively. However, the Trojans causing malfunctions when they are triggered alone can be detected by this approach.

Jin et al. [19] proposed an information-flow tracking approach by means of a proof carrying code method for the data-secrecy protection. The IP vendors generate proofs for the properties of secret data and add those properties to the circuit in a formal language, then supplied to the IP consumer. The IP consumer confirms the secured data properties of the circuit with a formal property checker and at the same time the HDL codes are converted into a formal logic. Then they are loaded to formal theorems as parameters. The IP consumer will receive both the RTL and proof codes along with the secret tags and the formal property checker will check the design. Thus the formal verification approaches enhance the security of the IP core by checking the IP properties. But the adversary with a good design knowledge will induce a malicious circuit as such formal verification tests fail to detect those hard to detect Trojans.

Though the design-for-security scheme comes under the classification of the design-time approaches, to thoroughly discuss the DIS scheme, it is categorized under Section 3.

2.1.2 Run-time Approaches

The test-time approaches fail to detect the Trojans which are triggered after many clock cycles. The run-time approaches are used to detect a Trojan, throughout the IC life time by adding some modules like sensors to monitor the activity of the chip continuously. If there exists any variation in the behavior/state of the chip from the expected golden behavior, then an additional module will indicate the user. Thus the malicious
behavior is monitored in the run-time approach of the Trojan detection.

A run-time execution monitoring in both the hardware and software approach was proposed in [33]. An external hardware module is added to CPU in order to monitor its functionality. This work targets of the denial of service (DoS) attacks and some privilege escalation attacks. In [34], Hicks proposed a hybrid approach by combining a design-time component with a run-time monitoring known as Bluechip. The unused circuitry in the chip is identified by the design verification tests and they are replaced with an exception logic during the run-time. Thus the proposed method provides a detox for the malicious Trojans.

Bao et al. [35] proposed three approaches with thermal sensors to monitor the power/thermal profiles. In the first approach, the information from the thermal sensor is compared with the hypothesis testing to make a decision. In the second approach, the Kalman filter (KF) is used to exploit the correlation between the sensors and the thermal profile. The leakage power of the system is incorporated and simultaneously KF is applied to track the IC thermal profile in the third approach. This online-monitoring approach detects the Trojan that consumes less power (<1.54%) compared to the Trojan-free design.

Kim et al. [36] proposed an online, post-deployment functional verification approach to detect run-time hardware attacks. Two different SoC designs emulated in an FPGA-based test-bed are functionally verified by a dynamic function verification (DFV). The proposed anti-Trojan DFV functions are evaluated with several hardware attacks. The misbehavior of each IP module allows for a successful detection. Thus the run-time hardware attacks are easily detected by the online-monitoring DFV techniques. However, the extra logic used for online monitoring will result in an area and power overhead of the design.

Thus the run-time monitoring approach of the Trojan detection will check the design periodically with the parameters of the golden chip as a reference circuit. But to obtain a Trojan-free golden chip, the literature suggests reverse-engineering (RE)-based destructive approaches. This is to make sure that the chip is entirely Trojan-free, so that the side-channel parameters extracted from it can be referred to test ICs of the same family.

2.1.3 Test-time Approaches

The test-time approaches are post-manufacturing approaches most widely used in the literature to detect malicious circuits in addition to the common IC tests. They include two types of testing, 1) functional testing and 2) side-channel fingerprinting.

2.1.3.1 Functional Testing

The Trojans which change the functionality of ICs are detected by logical verification approaches also known as functional testing approaches. In this test-time approach, a set of input vectors is applied to CUT and their corresponding outputs are examined. If the output obtained differs from the expected one, then the presence of Trojan is proven. But mostly Trojans will not alter the functionality of the design, as they are stealthy until triggered. The disadvantage of the functional testing is that the most complex circuits have hundreds of I/Os and testing all combinations of the input patterns is not possible. Schemes of the functional testing are discussed in literatures [9] & [16].

Chakraborty et al. [9] presented an ATPG scheme called MERo (Multiple Excitation of Rare Occurrence) in which rare nodes are activated simultaneously. The threshold of each node is measured and the node which has a rare value of the threshold is selected and activated. Thus the probability of the Trojans getting triggered is maximized and the Trojans are detected easily by logical testing. This method has effectively increased the sensitivity of the side-channel methods of the Trojan detection by monitoring the Trojan impact on the current or power signature. However, the test vectors generated are only to activate the triggering conditions and ignore to notice that the triggered Trojan has changed the functionality of the primary output.

Wang et al. modified the standard ATPG as a Trojan-detection approach [16]. A digital stimulus is applied to the chips and their corresponding outputs are monitored. This method detects the parametric Trojans injected to the existing logic of the chip by changing the design rules. Saha et al. [21] improved the ATPG technique of the Trojan detection by using a genetic algorithm and Boolean satisfiability problem. The payload nodes are triggered by the proposed fault-simulation-based framework, then a set of test vectors is applied to the triggered payload. This increases the ability to detect a malicious behaviour at the rare logic nodes of the circuit. The authors claim that their method achieves a higher detection coverage of HTH than the previously proposed ATPG-based Trojan-detection techniques.

2.1.3.2 Side-channel Fingerprinting

Side-channel-analysis (SCA) is another approach widely used to detect HTs [28]. The presence of a Trojan may affect the design characteristics like performance degradation, power characteristic variations or reliability reduction of the chip. This will affect either the power or the delay characteristics of each gate and wire in the infected chip. The power-based side-channel signal analysis will detect stealthy Trojans by providing visibility of the activities of the ICs internal structure. Even small changes in the circuit are sensitively detected by delay tests. So the presence of a Trojan along the affected path will be detected by the timing-based SCA technique. This approach will effectively differentiate the effect of Trojans from process variations. The SC measurement of an infected chip is compared with the golden-circuit (HT-free
circuit) and their difference guarantees the presence of a Trojan. Many different SCA-based Trojan-detection methods are discussed in literature [22-25].

Hardware-Trojan detection using a side-channel parametric information was discussed by Agrawal et al. in [22]. Random test patterns are given as an input to CUT and their corresponding power measurements are obtained as the power signature of golden IC (Trojan-free IC). The measured data includes the circuit power consumption and noise and process variations. A set of input patterns is given to a small number of ICs and they are reverse-engineered to assure that they are Trojan-free. Thus the reference signature is obtained from the golden-chip for a certain pair of the input patterns. Then a power measurement for IC under authentication (IUA) is carried out for the same input patterns. If the power signature of IUA differs from the power signature of the reference IC, then the presence of a Trojan in IUA is confirmed. However, if the Trojans are small in size, the process variation will mask their effect and they may not be detected by the power-signature-based SCA.

Alkabani et al. [25] proposed a non-destructive measurement of the IC quiescent current with a metric called consistency. Systems of equations are formed from measured parameters at the gate-level and they are mapped to each other. Thus the authors look for patterns of convergence to develop the Trojan detection with a gate-level estimation and consistency checking in the signal integrity identifies the location of a Trojan in the design. However, the gate leakage current due to Trojan might be masked by the effect of the noise and process variation. In [10], Potkonjak et al. utilize a linear formulation of a gate-level characterization (GLC) to detect Trojans. Timing and static-power analyses are carried out and their measurements are converted into equations using linear programming (LP) and singular-value decomposition. Then the highest rank is obtained from the LP matrix and the gates which are inconsistent with their original characteristics are detected. The Trojan-free circuit characteristic needs to be studied and tested several times. This approach of gate-level characterization will provide a high controllability among the gates and hence static-power measurements and IDDQ testing have a high accuracy. Karunakaran et al. [26] proposed detection of combinational Trojans using GLC based on leakage-power measurements. The power consumed by the Trojans when they are triggered is measured for each gate and the leakage-power equations obtained are solved using an LP solver. This method of Trojan detection requires a golden-chip as a reference.

Maneesh et al. [27] measured the power signature of the circuit under test (CUT) at different time windows for the applied set of input vectors. A Trojan is detected if there exists some inconsistency in the measured power signature. It is a golden-chip-free, self-referencing approach by measuring the power signature at different time intervals. This overcomes the effect of process variation, during side-channel fingerprinting of Trojan detection and diagnosis approach.

Li et al. proposed a delay-based analysis for the Trojan detection using a physical unclonable function (PUF) [28]. Register-to-register path delays are measured with the help of sweeping-clock-delay measurements. When the path delays extend beyond the threshold level of the process variation, Trojans are detected. However, the effect of the temperature may cause a path delay and this effect might be detected as a Trojan. The authors introduced an on-time temperature monitoring with a ring oscillator to overcome this problem. The operating temperature is measured by a ring oscillator, as its switching frequency is temperature-dependent and the effective response is calculated from the observed temperature and the delay signature. This is an effective Trojan-detection method even though there is an area constraint while embedding the ring oscillator.

Jin et al. [29] proposed a fingerprint-based path-delay analysis of the chip. A chip may contain different path delays and each path delay may represent one of the characteristics of the entire chip. Path-delay fingerprints are generated as a result of timing measurements. Even the smallest Trojans are detected in the path view. The entire process is as follows:

1. The path-delay information of the sample chips is collected by applying a high-coverage input pattern. These sample chips are reverse-engineered to ensure that they are Trojan-free.
2. The fingerprints are generated from the path-delay measurements and they are mapped to a lower-dimension space.
3. The same test patterns are applied to all other fabricated chips and their path-delays information are compared to the Trojan-free samples fingerprints.

In this method, the process variation is analyzed statistically, so that the presence of a small Trojan can be detected beyond the threshold level of the process variation. But analyzing all paths is not practically possible, since large circuits include millions of paths [22].

Thus the side-channel fingerprinting schemes will detect the hardware Trojans effectively even when they are stealthy. However, sometimes the effect of the noise and process variation will have its impact on the measured side-channel parameters, these may be incorrectly detected as a Trojan by the SCA techniques.

2.1.3.3 Triggering the Trojan Activation

The Trojan activations are triggered by the applied test vectors during the test-time. The idea is when a stealthy Trojan is triggered it consumes a more dynamic power and this helps to identify the presence of Trojan. The region-free Trojan activation and region-aware Trojan activation are the existing approaches in the Trojan
detection. These methods do not completely rely on the regions but they activate the Trojan by triggering.

Jha et al. [30] discussed the randomization-based probabilistic Trojan-detection approach. A unique probabilistic signature is constructed by applying an input pattern based on the specific probability of each circuit. The authors applied the input patterns to IC under authentication (IUA) and their outputs are compared with a genuine-circuits output. The difference in the outputs will indicate the presence of a Trojan. Only by applying the patterns based on the specific probability in a manufactured IC, the Trojan detection is possible. Banga et al. [23] proposed a two-stage test-generation approach that magnifies the power-waveform difference between a genuine design and IUA. In the first step, i.e. circuit partitioning, the entire circuit is partitioned into smaller circuits called regions. The Trojans are detected by increasing the in-region switching activity, other than the out-region switching activity. Based on the structural connectivity, the flip-flops are classified into groups. The function of the switching activity is calculated by:

\[
F = \max (\text{in}_{\text{region-activity}} - \text{out}_{\text{region-activity}})
\]  

Activity magnification is the second step in which the test pattern that magnifies the activity of the specific regions is selected as an input vector. It magnifies the distinction between the genuine and the Trojan-infected chips. Thus the difference in the switching activities will expose the presence of Trojan. The main drawback in the region-based approach is that it will detect a Trojan only if the value of \(F\) is above the process variation.

Banga et al. [8] magnified the Trojan activation by toggle minimization. This is achieved by applying the same input patterns for different clock cycles. The state elements determine the circuit activity of the design, whereas, the overall switching activity is minimized and the Trojan location is specified at those regions. The differential-power profile plot information is used to locate the Trojan-infected region. The vector pairs which produce a high differential power are considered as starting points. Each time, a vector pair toggles the gate that shows the differential power greater than the differential-power threshold. The Trojan-count and non-Trojan count are analysed for each gate and the ratio of the Trojan-count and non-Trojan count gives the gate weight. A huge value of the gate weight indicates the presence of a Trojan in the circuit. Thus the high-activity, medium-activity and low-activity Trojans are detected by this method. Since the type of the Trojan is unknown, both the region-free and region-aware approach are required to detect the Trojan. If the Trojan circuit gets the input from any part of the circuit, then the region-aware method will detect the Trojan effectively. If the Trojan circuits are triggered randomly, then the probability of the Trojan detection will be increased by the region-free method.

Du et al. [31] introduced a self-referencing approach with a vector-generating algorithm to make the detection independent. The transient-current signature of one region is compared with that of the other region. The effect of the process noise is nullified by utilizing a correlation in the process variation between the regions. The Trojan effect on the supply current is maximized by the proposed region-based vector-generation method, in which CUT is divided into sub-segments called regions. The authors select the input patterns that maximize the activity of the in-region other than of other regions. Thus the proposed method is scalable to both the design size and process variation.

In [32], Narasimhan et al. discussed a self-referencing approach in which the current signatures measured at different time windows are compared to eliminate the noise due to process variation. This method provides a high-sensitivity Trojan detection without referring to any golden-chip instances. The authors measure temporal variations in the transient-current signature of Trojans to segregate the Trojan effect from the noise and process variation.

However, these test-time approaches will detect the Trojans triggered during testing and they fail to detect the Trojans activated due to aging of IC.

2.2 Destructive Approaches

Verifying the chip design by an optical method is carried out by analyzing the chip layer by layer. Thus the chip is destroyed while examining each layer and each chip is to be tested individually. A practical limitation of this analysis is the cost and requirement of a specialized equipment. Hence the destructive approach of HT detection may be applied to those ICs to confirm the presence of suspicious Trojans or the designer doubts the foundry is untrusted.

Reverse-engineering is a process where an IC is tampered layer by layer and internal structures, connections, etc., are analyzed in order to assure that the design is Trojan-free. The cost and skill required for reverse-engineering are high and it is not easy to test all ICs, since once the ICs are reverse-engineered, they cannot be used again. Bao et al. in [37] proposed the Trojan detection by the RE approach. They used a K-means clustering technique to distinguish a suspicious structure in the ICs. The authors experimentally compared the simulation results of the SVM-based approach and K-means clustering approaches and the results are discussed. The main advantage of RE-based Trojan-detection approach using K-means clustering is that it does not require any golden chip as a reference and it is efficient in the storage space. Unfortunately, the chip tested under RE may not be used further even if it is Trojan-free. Table 1 describes the summary of Trojan detection schemes in literature.
3 DESIGN-FOR-SECURITY (DFS)

The DFS approaches increase the observability and controllability of rare nodes in ICs, such that the rare triggering conditions of a malicious circuit are altered. The vulnerabilities in the VLSI design can be prevented by techniques like logic encryption, IC camouflaging, split manufacturing and Trojan activation. These DFS techniques are arbitrarily applied to the design structure to provide the required security level. Classification of the DFS schemes is shown in Fig. 3.

3.1 Logic Encryption

Chakraborty et al. [38] proposed a HARdware Protection through Obfuscation of the Net list (HARPOON), i.e. an SoC design methodology to improve the Obfuscation technique. In this method, the hardware IPs are protected by obfuscation of the netlist followed by its authentication process. The circuit undergoes the normal mode of operation only upon applying a valid key at the primary inputs. A maximal obfuscation at a minimal design overhead is achieved by a theoretical analysis of the level of obfuscation. From the proposed obfuscation technique, the design flow for SoCs with a gate-level security is obtained. However, the proposed obfuscation scheme has the design area overhead under a delay constraint.

J.V.Rajendran et al. [40] addressed the obfuscation technique. In this method, the key gates (key size) to deceive the adversary. The key gates are inserted randomly to the original design, such that the
keys are concurrently mutable. Hence, the attacker can easily decipher the obfuscation netlist with the number of keys and sensitize the key values at the output. To make it harder, the defender inserts the key gates by using an interference graph, by maximizing the number of the non-mutable edges in the graph. In this proposed technique, for the large size keys (key size > 100) the attacker may take several years to determine the key value. These techniques protect the functionality of IC from a reverse-engineering threat. However, an attacker with an expertise in the IC testing techniques will easily subvert the logic obfuscation technique and insert a malicious circuit to the design.

J. V. Rajendran et al. [44] developed a fault-analysis-based protection against the FEOL attacks in split manufacturing. The authors introduced the IC testing principles like fault excitation, fault propagation and fault masking to improve the security of split manufacturing by using swapping partition pins at the FEOL layers. However, the authors swapped only a small set of pins to achieve a 50% metric of the Hamming distance, since the pin-swapping technique will increase the wire-length and noise and reduce the signal integrity of the design. Thus the split-manufacturing techniques enhance the security level of the design to some extent.

3.3 Trojan Activation

The dormant Trojans are to be activated by an external trigger and this can be achieved by increasing the switching activity within the circuit. The authors added some module to the original design to increase the Trojan activation [20], [47]. Salmani et al. [6], [20] introduced a dummy-scanned flip-flop at rare triggering nodes, aiming at decreasing the transition time. This approach increases the nets transition probability beyond the threshold. Thus the Trojan detection is improved by reducing the Trojan-activation time. J. V. Rajendran et al. [47] reconfigured the circuit paths into ring oscillators (Ros) by adding some extra logic to the circuit. Then the frequency of Ros is monitored. Any change in the frequency of Ros will be detected as a Trojan. Thus the Trojans are activated by additional design modules to enhance the detection process. However, the frequency of RO may vary due to the temperature and this variation may be wrongly detected as a Trojan sometime. These methods of DFS support the test-time Trojan-detection approaches to detect Trojans easily, either by triggering the rare nodes or by increasing the Trojan-activation time.

3.4 Camouflaging

Camouflaging is a layout-level technique in which an adversary is obstructed from extracting an original gate-level netlist by imaging different layers. In [45], dummy contacts are added to the original design irrespective of their functionality enabling the adversary to extract a netlist with dummy contacts that differ from the original netlist. Reverse-engineering-based attacks are prevented by this approach since the functionality of the camouflaged gates will not be retrieved by the attacker. J. V. Rajendran et al. [46] selected the camouflaged gates such that the functionality of the extracted netlist is completely different from the original netlist. The authors evaluated the defense technique on an Open-sparc T1 microprocessor and found that reverse engineering becomes more complicated for the camouflaged designs.
3.5 Table 2. A list of security schemes design

<table>
<thead>
<tr>
<th>DFS Schemes</th>
<th>Paper</th>
<th>Methodology</th>
<th>Protection against</th>
<th>Benchmarks used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obfuscation</td>
<td>R.S.Chakraborty et al. [38]</td>
<td>Inserting a simple finite-state machine</td>
<td>Hardware IP protection</td>
<td>ISCAS’89</td>
</tr>
<tr>
<td></td>
<td>R.S.Chakraborty et al. [39]</td>
<td>Modifying the state-transition function</td>
<td>Hardware IP protection</td>
<td>ISCAS’89</td>
</tr>
<tr>
<td></td>
<td>J.V.Rajendran et al. [40]</td>
<td>Inserting key gates</td>
<td>Reverse-engineering, overbuilt ICs, HT</td>
<td>ISCAS’85</td>
</tr>
<tr>
<td>Logic Encryption</td>
<td>J. A. Roy et al. [41]</td>
<td>Randomly inserting XOR gates</td>
<td>IP piracy</td>
<td>ISCAS’85</td>
</tr>
<tr>
<td></td>
<td>S.Dupuis et al. [42]</td>
<td>Adding an external key</td>
<td>Illegal overproduction</td>
<td>128 bits AES Cipher</td>
</tr>
<tr>
<td>Split Manufacturing</td>
<td>Jarvis et al. [43]</td>
<td>The entire layout of the chip is split into two layers</td>
<td>Reverse-engineering, illegal overproduction</td>
<td>All Semiconductor die</td>
</tr>
<tr>
<td></td>
<td>J.V.Rajendran et al. [44]</td>
<td>Fault-analysis-based protection</td>
<td>FEOL attacks</td>
<td>ISCAS’85</td>
</tr>
<tr>
<td>Trojan Activation</td>
<td>Salmani et al. [20]</td>
<td>Dummy-scanned flip-flops insertion</td>
<td>To generate transition in functional Trojans</td>
<td>ISCAS’89</td>
</tr>
<tr>
<td></td>
<td>J.V.Rajendran et al. [47]</td>
<td>The circuit path is reconfigured into ring oscillators</td>
<td>Stealthy Trojans</td>
<td>ISCAS’85</td>
</tr>
<tr>
<td>Camouflaging</td>
<td>Chow et al. [45]</td>
<td>Adding dummy contacts</td>
<td>Reverse-engineering</td>
<td>All Semiconductor ICs</td>
</tr>
<tr>
<td></td>
<td>J.V.Rajendran et al. [46]</td>
<td>Functionality of camouflaged gates</td>
<td>Reverse-engineering</td>
<td>Open-sparc T1 microprocessor</td>
</tr>
</tbody>
</table>

However, the area, power and delay overhead due to the camouflaged standard cell is more than 5% of a normal standard cell due to the unused transistors of the dummy contacts. Table 2 shows a list of security-schemes designs in literature.

4 CONCLUSIONS

A survey is given of the hardware-security research including design-for-security. The non-destructive approaches like the design-time approach, test-time approach and run-time approach are most widely used as the chip tested destructively may not be used even if it is Trojan-free. Among the non-destructive approaches, the test-time approach is more resilient as the other two approaches will have an area overhead by the added extra logic. If the attacker tampers a Trojan in the added Trojan-detection module, then the design-time and run-time approaches will provide a false positive result. Hence, to increase the trustworthiness of the end users, the design should carry a proof throughout the design flow and check the design at every stage of the design flow. The run-time approach of the Trojan detection is required to provide a trustworthy design to the end user and the designer. The survey shows the direction to enhance the security level of the hardware with fundamental solutions against the hardware threats.
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