Using intelligent-system methods in mechanical engineering to predict the topographical property of materials with the topological property of visibility graphs in a 3D space
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Abstract. Intelligent systems are a new wave of the embedded and real-time systems that are highly connected, with a massive processing power and performing complex applications. Their pervasiveness is reshaping the real world and the way we interact with our digital life. These intelligent systems are creating new opportunities for industry and business, and new experiences for users and consumers. They can be found in all domains: automotive, rail, aerospace, defence, energy, healthcare, telecoms and consumer electronics. In this paper we use an intelligent system method to predict the roughness of hardened specimens. We use an algorithm for the construction visibility graphs in a 3D space to analyse topographical properties of hardened specimens. Drawing graphs as nodes connected by links in 3D space is visually compelling but computationally difficult. Thus, the construction of the 3D visibility graphs is highly complex and requires in their professional computers or supercomputers. The microstructure of the robot-laser-hardened specimens is very complex; however, we can present it using 3D visibility graphs. For predicting the surface roughness of the hardened specimens we use the neural network, genetic algorithm and multiple regression. Using the intelligent systems we increase production of the laser-hardening process by decreasing the time process and increasing the topographical property of materials.
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1 INTRODUCTION

Philosophers have been trying for over two thousand years to understand and resolve two big questions of the universe: how does a human mind work, and do non-humans have minds? However, these questions are still unanswered. Some philosophers have picked up the computational approach originated by computer scientists and accepted the idea that machines can do everything that humans can do. Requirements for an intelligent system [1] include security, connectivity, ability to adapt according to the current data and capacity for remote monitoring and management. Essentially, an intelligent system is anything that contains a functional, although not usually general-purpose, computer with Internet connectivity. An embedded system may be powerful and capable of complex processing and data analysis, but it is usually specialized for tasks relevant to the host machine. Intelligent systems exist all around us in point-of-sale (POS) terminals, digital televisions, traffic lights, smart meters, automobiles, digital signale and airplane controls, and among a great number of other possibilities. As this ongoing trend continues, many
foresee a scenario known as the Internet of Things (IoT), in which objects, animals and people can all be provided with unique identifiers and the ability to automatically transfer data over a network without requiring human-to-human or human-to-computer interaction. In this paper we use an intelligent system to predict topography of specimens after heat treatment. 3D visibility graphs can be used in many 3D geometric problems. In this work, the visibility network in a 3D space, which contains more information than the visibility graph, is used to analyse the microstructure of the robot laser-hardened specimens. This algorithm is also useful in many other cases, such as illumination and rendering, motion planning, pattern recognition, computer graphics, computational geometry and sensor networks. The robot laser surface-hardening [2] heat treatment is complementary to the conventional flame or inductive hardening. Laser hardening is a process of projecting features, such as a non-controlled energy intake, high-performance constancy and an accurate positioning process. A hard martensitic microstructure provides improved surface properties, such as wear resistance and high strength [3]. The aim of the paper is to outline the possibilities of applying the neural network, genetic programming and multiple regression for the prediction of the roughness after robot-laser heat treatment with the topological property density visibility graphs in a 3D space of a microstructure and to assess their perspective use in this field. An application of the algorithm for construction of a 3D visibility graph to analyse the microstructure of the laser technique in hardening a specimen is illustrated in Section 3.

2 MATERIALS PREPARATION

The study was undertaken using the tool-steel standard label DIN standard 1.7225. The tool steel was forged with the laser at different speeds and at different powers. So we changed two parameters the speed \( v \in [2, 5] \) mm/s with steps of 1 mm/s and the temperature \( T \in [1000, 1400] \) °C. Prior to testing, the specimens were subjected first to the mechanical and then to electrolytic polishing in \( \text{H}_2\text{PO}_4+\text{CrO}_3 \) at the Institute of Metals and Technology of Ljubljana, Slovenia. After polishing we made images with a scanning electron microscope, JEOL JSM-7600F. Fig. 1 presents the microstructure of the robot-laser-hardened specimens. On these specimens we measured the roughness and hardness before and after the robot-laser-hardening. A profilometer (available from the Jožef Stefan Institute of Ljubljana) was used to measure the surface roughness parameter \( R_a \) (arithmetic mean deviation of the roughness profile) and hardness of the robot-laser-hardened specimens.

3 METHOD

We used a new mathematical method to describe the geometry microstructure the of robot-laser-hardened specimens. In this paper we use the mathematical method graph theory to describe the complexity geometry of the robot-laser-hardened specimens and visibility graphs in a 3D space. The algorithms for the 2D visibility graphs already exist [4]. Two arbitrary data values \((x_a, y_a)\) and \((x_b, y_b)\) will have visibility, and consequently will become two connected nodes of the associated graph, if any other data \((x_c, y_c)\) placed between them fulfills (1).

\[
y_c < y_b + (y_a - y_b)(x_b - x_a)/(x_b - x_a) .
\]  

Firstly, we have a point (vertex) in a 3D space and know how to connect it in a 3D space.

The problem of constructing the visibility graph in a 3D space was solved in [5]. Fig. 3 presents a solution of the visibility graph in a 3D space microstructure of Fig. 1. Density \( \rho \) for each visibility graph was calculated with equation (2)
\[ \rho = 2m/n \times (n-1), \]  
(2)

where \( m \) is the number of the edges and \( n \) is the number of vertices in the visibility graphs.

Figure 3. Visibility graph in a 3D space microstructure of Fig. 1

To model the results, we used the intelligent system methods, i.e. the neural network, genetic programming method and multiple regression.

The neural networks [8] have a large appeal to many researchers due to their great closeness to the structure of the brain, a characteristic not shared by more traditional systems. In an analogy to the brain, an entity made up of interconnected neurons, the neural networks are made up of interconnected processing elements called units, which respond in parallel to a set of the input signals given to each. The unit is an equivalent of its brain counterpart, the neuron. Learning is essential to most of these neural network architectures and hence the choice of a learning algorithm [9] is a central issue in the network development. Learning implies that a processing unit is capable of changing its input/output behavior as a result of changes in the environment. Since the activation rule is usually fixed when the network is constructed and since the input/output vector cannot be changed, to change the input/output behavior, the weights corresponding to that input vector need to be adjusted. A method is thus needed with which, at least during the training stage, the weights can be modified in response to the input/output process. There is a number of such learning rules available for the neural network models. In a neural network, learning can be supervised, in which the network is provided with a correct answer for the output during training, or unsupervised, in which no external teacher is present.

Genetic programming (GP) [9] is an automated method for creating a working computer program from a high-level problem statement of a problem. GP starts from a high-level statement of “what needs to be done” and automatically creates a computer program to solve the problem. GP starts with a primordial ooze of thousands of randomly created computer programs. This population of programs is progressively evolved over a series of generations. The following evolutionary parameters were selected for the process of simulated evolutions: 500 for the size of the population of organisms, 100 for the maximum number of generations, 0.4 for the reproduction probability, 0.6 for the crossover probability, 6 for the maximum permissible depth in the creation of the population, 10 for the maximum permissible depth after the operation of crossover of two organisms, and 2 for the smallest permissible depth of organisms in generating new organisms. Genetic operations of reproduction and crossover were used. For selection of organisms the tournament method with the tournament size 7 was used.

Figure 4. General multi-layer neural network system

Figure 5. Randomly generated mathematical model for the surface roughness of the hardened specimens prediction, represented in the program-tree form
The multiple regression [6] is a straightforward extension of the simple regression from one to several quantitative explanatory variables. In the multiple regression, we still make the xed-x assumption which indicates that each of the quantitative explanatory variables is measured with a little or no imprecision. All the error model assumptions also apply. They assume the outcome that for each subject having the same level of the explanatory variables is normally distributed around the true mean (or that the errors are normally distributed with the mean zero), and that the variance, \( \sigma^2 \), of the outcome around the true mean (or of the errors) is the same for every other set of the values of the explanatory variables [7]. It is assumed that the errors are independent from each other. The standard ANCOVA model incorporates covariates into an ANOVA model in a straightforward way. If there is one grouping variable, for example, the model for the multiple linear regression, given \( m \) observations, is (3)

\[
Y = b + b_1X_1 + b_2X_2 + \ldots + b_mX_m + \varepsilon,
\]

where \( b_i \) is the corrected effect on \( Y \) given that you are in group \( i \) (corrected in the sense that the covariates \( x_1, \ldots , x_m \) are taken into account).

![Figure 6. Analysis of covariance](image)

**4 RESULTS**

In Table 1, the parameters of the hardened specimens impacting the roughness are presented. The specimens from P1 to P22 are marked. Parameter X1 presents the temperature in degrees of Celsius [C], X2 presents the speed of hardening [mm/s], X3 presents the density of the visibility graphs in a 3D space and X4 presents the basic roughness of specimens. The last parameter Y is the measured surface roughness of the laser-hardened robot specimens. Table 2 presents experimental and prediction data regarding the surface roughness of the laser hardened robot specimens. In Table 2, symbol S presents the name of the specimens, E experimental data, R prediction with regression, NM1 prediction with the neural network with the method one live out, and GP prediction with genetic programming. In Table 1, we can see that specimen P20 has the largest density of the visibility graphs in 3D; 0.2960, thus specimen P20 is most complex. Specimen P13 has most roughness after hardening, that is 2350nm. The measured and predicted surface roughness of the laser-hardened robot specimens is shown in the graph in Fig. 8. The genetic programming model is presented in Fig. 7. The genetic programming model presents a 19. 67% deviation from the measured data, which is less than the regression model, which presents a 133. 97% deviation. The best neural network presents a 39. 10% deviation from the measured data.

\[
Y = 40.2767 - 8.6395 \times X_2 - 7.0913 \times X_3 - 2.0704 \times X_4
\]

Table 1. Parameters of the hardened specimens

<table>
<thead>
<tr>
<th>S</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1000</td>
<td>2</td>
<td>0.1936</td>
<td>24</td>
<td>201</td>
</tr>
<tr>
<td>P2</td>
<td>1000</td>
<td>3</td>
<td>0.2208</td>
<td>24</td>
<td>171</td>
</tr>
<tr>
<td>P3</td>
<td>1000</td>
<td>4</td>
<td>0.2144</td>
<td>24</td>
<td>109</td>
</tr>
<tr>
<td>P4</td>
<td>1000</td>
<td>5</td>
<td>0.2256</td>
<td>24</td>
<td>76,3</td>
</tr>
<tr>
<td>P5</td>
<td>1400</td>
<td>2</td>
<td>0.2445</td>
<td>24</td>
<td>1320</td>
</tr>
<tr>
<td>P6</td>
<td>1400</td>
<td>3</td>
<td>0.2221</td>
<td>24</td>
<td>992</td>
</tr>
<tr>
<td>P7</td>
<td>1400</td>
<td>4</td>
<td>0.2096</td>
<td>24</td>
<td>652</td>
</tr>
<tr>
<td>P8</td>
<td>1400</td>
<td>5</td>
<td>0.2352</td>
<td>24</td>
<td>337</td>
</tr>
<tr>
<td>P9</td>
<td>1400</td>
<td>6</td>
<td>0.2352</td>
<td>24</td>
<td>337</td>
</tr>
<tr>
<td>P10</td>
<td>1000</td>
<td>3</td>
<td>0.2288</td>
<td>171</td>
<td>307</td>
</tr>
<tr>
<td>P11</td>
<td>1000</td>
<td>4</td>
<td>0.2144</td>
<td>109</td>
<td>444</td>
</tr>
<tr>
<td>P12</td>
<td>1000</td>
<td>5</td>
<td>0.2352</td>
<td>76,3</td>
<td>270</td>
</tr>
<tr>
<td>P13</td>
<td>1400</td>
<td>2</td>
<td>0.2208</td>
<td>1320</td>
<td>2350</td>
</tr>
<tr>
<td>P14</td>
<td>1400</td>
<td>3</td>
<td>0.2323</td>
<td>992</td>
<td>1900</td>
</tr>
<tr>
<td>P15</td>
<td>1400</td>
<td>4</td>
<td>0.1984</td>
<td>553</td>
<td>661</td>
</tr>
<tr>
<td>P16</td>
<td>1400</td>
<td>5</td>
<td>0.1904</td>
<td>652</td>
<td>759</td>
</tr>
<tr>
<td>P17</td>
<td>800</td>
<td>0</td>
<td>0.2382</td>
<td>24</td>
<td>183</td>
</tr>
<tr>
<td>P18</td>
<td>1400</td>
<td>0</td>
<td>0.2688</td>
<td>24</td>
<td>1330</td>
</tr>
<tr>
<td>P19</td>
<td>2000</td>
<td>0</td>
<td>0.2416</td>
<td>24</td>
<td>1740</td>
</tr>
<tr>
<td>P20</td>
<td>950</td>
<td>0</td>
<td>0.2128</td>
<td>24</td>
<td>502</td>
</tr>
<tr>
<td>P21</td>
<td>850</td>
<td>0</td>
<td>0.208</td>
<td>24</td>
<td>166</td>
</tr>
<tr>
<td>P22</td>
<td>0</td>
<td>0</td>
<td>0.296</td>
<td>24</td>
<td>24</td>
</tr>
</tbody>
</table>
We describe the topographical property of the hardened specimens. We use three methods of the intelligent system to predict porosity of the robot-laser-hardened specimens. We show that the genetic programming model gives the best prediction results. The neural network model is better than the regression model and as good as the genetic programming model.

6 CONCLUSION

In the paper we present the use of an intelligent system method, genetic programming and multiple regression to predict the hardness of hardened specimens. We describe a method of the visibility graph in a 3D space to analyse complexity of the robot-laser-hardened specimens. The main findings can be summarised as follows:

1. We describe the topographical properties of the hardened specimens by using the topological properties of the visibility graphs in a 3D space.
2. We describe the relationship between roughness and the parameters of the robot-laser cell by using the topological properties of the 3D visibility graphs. This finding is important with regard to certain alloys that are hard to mix because they have different melting temperatures; however, such alloys have better technical characteristics. By varying different parameters (e.g., temperature), the robot-laser cells produce different patterns with different topological properties of the 3D visibility graphs.
3. To predict the roughness of the hardened specimens, we use a neural network, genetic algorithm and multiple regression.
4. Using the presented intelligent system we increase production of the laser-hardening process by decreasing time of the process and increase the topographical property of materials.
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