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Abstract. There is a number of face recognition paradigms which ensure googdnition rates with frontal face
images. However, the majority of them require an extensive traininghsedegrade in their performance when an
insufficient number of training images is available. This is especially truedplications where only one image
per subject is at hand for training. To cope with tbige-sample-siz€SS) problem, we propose to employ
subspace projection based regression technigues rather than ntiodificd the established face recognition
paradigms, such as the principal component or linear discriminahtsisiaas it was done in the past. Experiments
performed on the XM2VTS and ORL databases show the effectivarfitise proposed approach. Also presented
ia a comparative assessment of several regression techniqussraagopular face recognition methods.

Key words: Face recognition, feature extraction, regression technigues, iysmgection, one sample size
problem.

Uporaba regresijskih metod za samodejno rapoznavanje obrazov

Povzetek. V strokovni literaturi zasledimo kopico pristopov often offer only one training image per subject - a situ-

IZ(aSgaOTOC\)/cijtiejI%irr?]%ri;?n%]go\firslg\li?)nﬂluvObrsat.zl’cz;\gp?Janaé{Sgr?inije&/blﬁ:g)go ation that drastically degrades the performance of most
teh pristopov pa jetinkovitih zgoj tedaj, ko je na voljo obzaa face recognition techniques or even worse, renders their

uéna mndica slik obrazov, pricemer mora biti vsaka oseba employment impossible. We will refer to this situation as

slikama. Ce je za genje na voljo le ena slika za vsako izmed
oseb v &ni mndiici, se uspénost razpoznavnjatevilnih ob- To overcome the OSS problem, researchers have pre-
stojetih pristopov oButno zmarga. Kot réitev predstavljenega sented a number of recognition techniques. In this paper,

problema vElanku predlagglmo Upoéatt)o _rtegfels_ESkgh memd(,l_k'however, we will focus on the face recognition techniques
za osnovo regresije uporabljajo predstavitev slik obrazov v (lin .
earnih in nelinearnih) podprostorih. dinkovitost regresijskin that have been dominant for years, namely, on the sub-

metod za razpoznavanje obrazov bomo predstavili v seriji iderspace projection techniques. When dealing with subspace
gg':l?c?\i/jrﬁmhZBﬁ‘ile(llfJ]sov),(liﬁ\Zl\e/gl'eSnii?] nngC/eB Siavvngs tdﬁgogrzlir:lapoprojection techniques, one has to distinguish between two
vanja z regresijskimi postopki bomo pri'merj?é 2 usp'eﬁostjo kinds of methods:(i) unsupervised or expressive tech-
razpoznavanja uveljavljenih postopkov samodejenega razpozriques, which are applicable regardless of the number of
vanja obrazov, kot sta postopkastnihin Fisherjevih obrazov  available training images per subject, i}l supervised
Klju &ne besederazpoznavanje obrazov, izpeljava gitie, re- ~ OF discriminative techniques, which suffer from the OSS
gresijske metode, projekcija v podprostor, podatkovni zbirkproblem and are in most cases not feasible when only
XM2VTS in ORL one image is at hand for training. Most of the research
effort regarding the OSS problem is, therefore, directed
at improving the recognition performance of the expres-
sive subspace projection techniques (e.g., principal com-
) ponent analysis - PCA) and modifying the discriminative
1 Introduction approaches (e.g., linear discriminant analysis - LDA) to
The existing face recognition techniques have demorE)—e applicable o one training image per subject. -
Wu and Zhou [2], for example, proposed a modifi-

strated good recognition performance on frontal face im- . .
ages when a sufficient number of images is available f&Ation of the commonly employed PCA-based Eigenface

training. However, as stated in [1], real-life applicason technique call_ed Fhe (P& me_thod, where, prior t.o the .
subspace projection, the face images were combined with

Received 1 August 2008 their first-order vertical and horizontal projection image
Accepted 20 October 2008 with the goal of improving the final recognition perfor-
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mance. Chen et al. [3] presented an extension of tH2 Regression Techniques

(PCPA method called enhanced (P@). In this approach

the first-order projection images were replaced with the

second-order ones while the other steps of the {RC) In this section we will briefly describe the basic con-
method remained the same. Both the (Chand the cepts of four regression techniques, i.e., principal com-
enhanced (PCA were reported to outperform the tradi- ponent regression (PCR), partial-least-squares regressi
tional Eiegenface approach for the OSS problem. Wan’LSR), kernel principal component regression (KPCR)
et al. [4] reported that good recognition rates for the 0S8nd kernel partial-least-squares regression (KPLSR), and
problem can be achieved when subspace projection tedptline how they can be employed for classification, i.e.,
niques are trained with the help of a generic database. TFes face recognition.

authors performed experiments with several established =~ ) ) )
methods within their framework and achieved satisfac- Fincipal Component Regression. PCR is basi-
tory results. Chen et al. [5] described a modification of2ly & two stage regression technique comprised of the
the commonly used LDA approach tailored towards thEreiection of the training data into the principal com-
0SS problem. They proposed to partition each face inponent subspac_e followed by a multivariate regression
age from the training set into multiple non-overlappingsteP- Formally, it can be described as follows: Aet=
sub-images and then use these newly produced sampl&s X2, -~ ; X»] denote a matrix containing in its columns
for training of LDA. With this approach the training set” Centeredi-dimensional training images froni classes.

is artificially enlarged, hence, LDA was applicable. The” CR uses their principal component subspace projections

o T . B - .
authors reported that their approach outperformed the efy: WhereZ = W= X and the projection matrix/ is con-
hanced (PC)A method in their experiments. structed by means of the leading eigenvectors of the co-
variance matrix of the training images to define a linear

regression model, i.eY = ZB with Y andB being the

response and regression coefficient matrices, respactivel
From the presented methods we can see that thgire, the matrix8 is computed a8 = (272)~1zY.

are two dominant research trends in regard to the OSS

problem. Researchers either try to apply a pre-processing Partial-least-squares Regression.Similar to PCR,
technique to the training images to improve the recognPLSR computes a lower dimensional representation of
tion performance of the given face recognition approacthe the training images in form of latent vectors (compo-
or somehow increase the amount of available training datents, factors) which account for as much as possible of
(e.g., with a generic database or sub-sampling of the traithie covariance between the training imageXiand the

ing images). There is, however, another possibility of howesponses ity. Thus, it computes latent vectors frot

to deal with the OSS problem. One can employ subspaaéich are also relevant fof. Once computed, the latent
projection-based regression techniques with properly deemponents are used in the regression step to pr&dict
signed response matrices. These techniques are reguld’lySR is commonly performed with the nonlinear iterative
used for classification purposes in the field of chemomepartial-least-squares algorithm.

rics, but have been largely neglected as a possible so- o }

lution for the problem of face recognition. As we will Keémel Principal Component Regression. Con-
show in this paper, regression techniques such as priider @ nonlinear mapping of the d-dimensional input
cipal component regression (PCR), partial-least-squar¥@riablex from the original input spac®? to a high-
regression (PLSR), kernel principal component regregdimensional feature spade, i.e.,® : x ¢ R? — ®(x) €

sion (KPCR) and kernel partial-least-squares regressidir 1he goal of KPCR is to construct a standard regres-
(KPLSR) can effectively cope with the OSS problemSion modgl (S|m|lgr to t.he one presented in the paragraph
while they achieve similar recognition rates as the en PCR) in the high-dimensional feature spaceather
tablished expressive and discriminative methods (i.e., tfhan in the original input space, thus achieving nonlinear
Eigenface technique, the Fisherface approach and genk§9ression. KPCR avoids direct computation of the non-

alized discriminant analysis) when more than one imagé'€@r mappingp, but rather uses the kernel-trick and per-
per subject is available for training. forms regression based on the kernel matrix of the training

data.

Kernel Partial-least-squares RegressionKPLSR is
The rest of the paper is organized as follows: ira non-linear variant of the PCR technique. Like the KPCR
Section 2 the tested regression techniques are briefly neethod it uses kernel matrices for construction of the
viewed. Section 3 presents the classification rule userkgression model in the feature space and consequently
while the experimental setup and the experiments are prachieves nonlinear regression. A detailed description of
sented in Sections 4 and 5, respectively. The paper coal the presented regression technigques can be found in
cludes with some final remarks in Section 6. [6].
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2.1 Using Regression Techniques for Classification dissimilarity measure which is defined as follows:

When regression techniques are used for classification, _ (PTy)T(PTy,)
the response matrix used for the construction of the (linear (v, ¥:) = W @)
or nonlinear) regression model has to encode the class- ‘
membership of the training data. Commonly, the followHere, P stands for the whitening transformation matrix
ing response matrix is used for training: that can be specified by means of the covariance matrix
of the templates stored in the systems databasq el
L., On, -+ O, || - || denote the transpose and the norm operator, respec-
O, 1w, - O, _tively. A detailed descripti(_)n of the employed dissimilar-
, (1) ity measure can be found in [14].

Oy Opy oo Ly 4 The Databases and Experimental Setup

whereN represents the number of classes in the set of Two publicly available databases commonly employed
d-dimensional inputs (matriX), m; represents the num- for assessing the performance of face recognition algo-
ber of inputs in clas§’;, 1,,,, (i = 1,2,..., M) denotes a rithms were used in the experiments presented in the re-
m; x 1 vector of all ones an@,,, (i = 1,2,..., M) isa mainder of this paper, namely, the XM2VTS and the ORL
m; x 1 vector of all zeros. Each of the rows in the matrixdatabases.

Y represents the desired regression response for the corre-The first database, i.e., the XM2VTS database, con-
sponding input training image. The responses computedins 2360 (color) facial images that correspond 265

with the constructed regression model are used for buildubjects. Two images of each subject were captured dur-
ing face templates, where the template for the iderdity ing four recording sessions. Hence, a total of eight facial
represents the mean vector of the responses correspoimdages per subject is available for training and perfor-
ing to the training images of thieth identity. mance assessment of ones face recognition algorithms.
Furthermore, as the sessions were distributed over a pe-
riod of five months, different images of the same subject
exhibit variations in terms of hairstyle, pose, facial ex-

The effectiveness of regression techniques and their corW—eSSion’ etc. The images are stored in the portable pixel
petitiveness with the established face recognition agl'@P format at a resolution G20 x 576 x 3 pixels [7].
proaches was tested within a face recognition system opn® Second database, i.e., the ORL database, used in our
erating in the identification mode. experiments was acquired at the Olliveti Research Lab-

In the identification mode, a feature vector extracte8 ratory_ |n_ Cambr_|dge, UK [8]. . It pontam@() |mag_es
of 40 distinct subjects, i.e10 facial images per subject,

from a given face image is compared to the templateshich are stored at a resolution df2 x 92 pixels and

of all subjects enrolled in the system and consequent . .

. . . 6 grey levels in the portable grey map format. The im-
stored in the systems database. The identity corresponrd- . . . . L .
. . . ages display diversity across illumination, pose and facia
ing to the template which best matches the given featurexpression

vector is ultimately assigned to the face image (i.e., to thé . ) )
subject the face image belongs to). A number of classi- Prior t_o the experiments, Images from both da_tabases
fiers are suitable for this task, for example, the suppowgreds.ub_Jected toa pr_e-pro;:eﬁsmg _pr_oc«laldurle W.h'Ch com-
vector machine (SVM) classifier, the Gaussion mixturd"S€9: () ? conversion o the or|lg|r}a Cr? or |m2age§
model (GMM) classifier or the nearest neighbor (1-NN)to grey-scale Intensity Images ((_)n y for the XM2VT
classifief. As a compromise between the computationa?jatabase)(") a geometric nprmallzatlon prgcedure that
burden required for training the classifier and the recogn ba(‘jSEd cIJndmr?nl_Jally determlnﬁd cye c?]ordlt?ates) rotated
tion performance, the 1-NN classifier is considered in thj@nd scaled the images In suc z_i_wayt att_ © eye-centers
paper. The 1-NN classifier assigns the identity (for were located at pre-defined positions and finally cropped
i €1,2, ..., N) to the given feature vectgrif the dissim- the face region to a standard sizel@B x 128 pixels for
ilarity § betweery and thei-th templatey, is the smallest th__e XM2VTS and§4>< 64 p|xgls f_or the ORL databa_se and
among all computed dissimilarity scores [11], i.e., (iif) a photometric normalization procedure which fea-
tured a conversion of the pixel intensity distribution of

@) the images taV'(0,1).

A similar experimental setup was chosen for both
databases. In the first step, images from both databases
were partitioned into two groupgi) the group of train-

*Of course, there are several other classifiers; howeverligtest  INJ iMages andii) the group of test images- The former
ones are among the most commonly used in the field of face reamgniti was employed for training the regression as well as all

3 The Classification Rule

5(y7 Yz) = IIl]lH 6()’7 yj) -y € Civ

wherej = 1,2, ..., N andé denotes the whitened cosine
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XM2VTS
. Grey-scale images Gabor feature vectors
No. of training samples
EF FF PCR PLSR EF FF PCR PLSR
1 48.9 N/A 60.4 70.2 54.8 N/A 68.4 92.2
2 62.0 67.9 854 82.9 77.5 84.4 87.7 98.4
3 65.6 81.4 87.5 87.9 80.3 98.6 96.1 99.1
4 71.6 91.5 95.5 88.7 86.5 99.0 97.9 99.6
ORL
. Grey-scale images Gabor feature vectors
No. of training samples
EF FF PCR PLSR EF FF PCR PLSR
1 50.7 N/A 65.8 71.7 58.1 N/A 73.9 75.8
2 66.2 69.8 86.9 88.1 73.2 77.4 89.7 93.4
3 72.0 90.2 93.2 93.9 82.4 95.1 96.4 96.8
4 76.1 93.4 92.9 95.0 86.6 98.0 99.1 99.2
5 78.8 94.7 96.5 97.5 91.2 98.9 99.5 99.6

Table 1. Rank-one and average rank-one recognition rates in % fatahgfication experiments performed on the XM2VTS and
ORL databases

Tabela 1. Uspgnost in povpréna uspgénost identifikacije (v %) pri rangu ena dékni v poizkusih na podatkovnih zbirkah
XM2VTS in ORL

other techniques implemented in the experiments, while The Experiments
the latter served solely for the final performance assess-
ment. The first series of our face recognition experiments aimed
For the XM2VTS database four sets of identificatiort assessing the performance of the linear regression tech-
experiments were performed. In the first set, one trainingidues PCR and PSLR and compare it to that of two es-
image per subject was used for training, while the remairt@blished linear face recognition techniques, namely, the
ing images were left for the performance assessment. fgenface [10] and the Fisherface [9] approaches - de-
the second set of experiments, the number of training infioted as EF and FF in Table 1. The experiments were
ages was increased to two, in the third set to three and Re¢rformed with optimized parameters, i.e., for each face
the last set, four images were employed for training. In aflecognition technique the number of features was chosen
four sets of experiments the training images were selectédisuch away that the technique resulted in the best recog-
random]y amongst the e|ght images of each Subject_ nition performance, USing the classification rule and sim-
For the ORL database five sets of face recognition e@rity measure presented in Section 3. All techniques
periments were performed. Again, the number of (ranvere applied to the preprocessed grey-scale images of
domly chosen) training images was increased from one RPth databases and to the augmented Gabor feature vec-
five, while the left over images were employed for testing©rS Which were computed following the work presented
However, as the database contains only image§ sib- N [11]. It has to be noted that a Qetalled description of thg
jects, the experiments were repeated five times. Hencg@aPor wavelet-based methods is beyond the scope of this
the results for the ORL database are given in terms &@P€r- The Gabor representation of face images is used
the gtextitaverage rank-one recognition rate, as opposEloUr experiments only to show the recognition perfor-

to the XM2VTS database, where the results are present&fNce achievable with regression techniques when only
in terms of the rank-one recognition rate. one image per subject is available for training. The reader

hsereferred to [11] for details on the Gabor wavelet-based

The presen xperimental setup was chosen for
e presented experimental setup was chose or 1 thods.

following two reasonsf{i) it allows us to assess the per-
formance of the regression technigques with respect to the The results of the experiments for the XM2VTS and
0SS problem andii) it enables a comparative assessORL databases are presented in Table 1. Here, the ex-
ment of the recognition performance of the regressioRressiorN/Adenotes that the technique is not applicable
techniques and other established face recognition metfnsidering the available number of training images.

ods when a different amount of training data is available. From the results we can see that for the OSS problem
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XM2VTS
. Grey-scale images Gabor feature vectors
No. of training samples
KPCA GDA KPCR KPLSR KPCA GDA KPCR KPLSR
1 53.6 N/A 67.4 69.0 85.3 N/A 86.9 90.8
2 65.1 78.0 70.1 72.4 92.5 97.1 94.2 97.0
3 71.9 94.0 78.4 81.5 97.8 99.3 98.6 99.1
4 79.5 95.8 84.7 87.5 99.1 99.7 98.9 99.8
ORL
. Grey-scale images Gabor feature vectors
No. of training samples
KPCA GDA KPCR KPSLR KPCA GDA KPCR KPSLR
1 51.9 N/A 64.1 65.2 68.4 N/A 69.1 75.9
2 67.6 82.0 80.3 82.1 84.5 92.0 91.6 92.4
3 75.6 91.1 86.8 91.5 89.7 95.7 93.6 97.7
4 79.3 94.4 91.3 95.4 92.2 98.5 99.1 99.2
5 82.4 95.2 92.5 95.0 95.3 99.4 99.3 99.3

Table 2. Rank-one and average rank-one recognition rates in % fatahgfication experiments performed on the XM2VTS and
ORL databases

Tabela 2. Uspgnost in povpréna uspgénost identifikacije (v %) pri rangu ena dékni v poizkusih na podatkovnih zbirkah
XM2VTS in ORL

the regression techniques performed best amongst all therformed their linear counterparts. The kernel regres-
tested methods with the PLSR method achieving highaion techniques, on the other hand, exhibited only small
recognition rates than the PCR technique. Furthermoreggcognition improvements or resulted in worse recogni-
when more than one face image per subject was usedtion rates as the linear ones, which is quite unexpected.
the training stage, the regression techniques resulted Tie overall conclusion with respect to the suitability of re
similar and, in some cases, even better recognition ratggsession techniques, be it either linear or non-linear-(ker
than the Fisherface method which again performed bettael), for face recognition still holds: they provide effec-
than the Eigenface approach. Generally, the regressitime means to tackle the OSS problem and also achieve
techniques offer an appealing alternative to the commonbyood recognition performance when more than one im-
employed subspace projection techniques. age per subject is available for training.

In our second series of face recognition experiments
we as.sessed the perfc_)rmance of two kernel (nonlinear) "8 Conclusion
gression techniques, i.e., KPCR and KPLSR, and the two

kernel (nonlinear) counterparts of the Eigenface and Fisly this paper regression techniques were introduced for
erface methOdS, i.e., the kernel prinCipaI Component anf:&oping with the One_samp|e_size prob]em of face recogni_
ysis (KPCA)[12] and the generalized discriminant analytijon. Four regression techniques, namely, principal com-
sis (GDA)[13]. As in the first series of experiments, thgyonent regression, partial-least-squares regressiomelke
nearest neighbor classification rule in ConjUnCtion W|ﬂbr|nc|pa| Component regression and kernel partia|-|east-
the whitened cosine similarity measure was used for alquares regression, were tested for their recognition per-
the tested methods. Again all the methods were OptimiZEfGrmance in a scenario where On|y one face image per
to yield the best possible recognition rate. The result§ubject was at hand for training. The experimental re-
of the experiments in terms of the rank-one and averaggits obtained on the XM2VTS and ORL databases sug-
rank-one recognition rates are presented in Table 2. gest that regression techniques successfully handle the

Similar to the first series of experiments, the regressne-sample-size problem and ensure recognition rates
sion techniques again performed best among all the metbemparable or even better than those of the established
ods for the OSS problem. Considering the overall pefface recognition techniques, such as the Eigenface ap-
formance of the subspace projection techniques, i.e., tipgoach, the Fisherface approach, kernel principal compo-
recognition rates obtained for different numbers of trainnent analysis and generalized discriminant analysis, when
ing images, we can see that the kernel methods outiore than one training image is available.
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